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Abstract 

The Aglaonema ornamental plant is a horticultural commodity with high economic value and promising prospects. It is well known for its 

attractive leaf variations, earning it the nickname "Queen of Leaves." However, unpredictable price fluctuations make investing in Aglaonema 

speculative and high-risk. This research aims to predict the price of Aglaonema over the next five years using the Long Short-Term Memory 

(LSTM) algorithm. LSTM is considered superior to other algorithms in handling time series data. The model's performance was evaluated using 

Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE) on a weekly Aglaonema price dataset covering 

the period from January 2012 to December 2023. The results demonstrate that the LSTM algorithm can predict Aglaonema prices with high 

accuracy, as indicated by the following metrics: MSE: 0.005 – Represents the average squared difference between predicted and actual prices. A 

lower MSE indicates higher model accuracy. RMSE: 0.07-RMSE provides a more interpretable error measurement as it retains the same units as 

the original data. A low RMSE signifies that the model's predictions closely align with actual values. MAE: 0.04 – Measures the absolute average 

difference between predicted and actual prices. A lower MAE value reflects a smaller prediction error. Thus, this research makes a significant 

contribution to the development of a machine learning-based price prediction system for the ornamental plant industry. 
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1. Introduction 

Ornamental plants are not just a hobby, but have become one of the horticultural commodities that are prospective and 

have high economic value. One type of ornamental plant that is in great demand by consumers is Aglaonema. The 

strength of Aglaonema lies in the variety of attractive leaf variants, ranging from: motifs, colors, shapes, and sizes, so 

it is nicknamed "The Queen of Leaves". The demand for this type of ornamental plant tends to increase along with the 

increasing welfare of the community. During the pandemic, aglaonema production has decreased even though its 

presence in the market is limited. On the other hand, the welfare of aglaonema farmers is still far from prosperous.  

Aglaonema ornamental plants have become one of the commodities in demand by the public, especially in recent years. 

Its popularity is not only due to the beauty of its diverse leaves, but also because of its increasing economic value. 

Since 2012 to 2023, the price of Aglaonema ornamental plants has fluctuated significantly, influenced by various 

factors such as market trends, consumer demand, and stock availability. In this context, price predictions are very 

important for business actors, both sellers and buyers, to make the right decisions. One of the challenges in predicting 

prices is the complexity of data patterns that are non-linear and influenced by many variables. To overcome this, a 

method is needed that is able to handle time series data well. The Long Short-Term Memory (LSTM) algorithm is one 
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of the deep learning methods that has been proven effective in modeling time series data because of its ability to 

remember long-term information. By using LSTM, it is expected to produce more accurate Aglaonema price 

predictions. The variance regression score for Bitcoin predictions was reported at 0.95, indicating strong predictive 

performance [1].   

One of the studies that has been widely used by experts to build predictive models is data mining [2]. Deep learning 

algorithms have been successfully applied in a variety of fields, including natural language processing, medical 

diagnostics, and remote sensing, demonstrating their adaptability and effectiveness [3]. One of the deep learning 

algorithms that has been proven successful in predicting time series data is the LSTM algorithm which is a derivative 

of the Recurrent Neural Network (RNN) [4]. 

Several studies on LSTM have been conducted previously. LSTM RNN is considered effective [5]. LSTM has been 

used to predict Bursa Malaysia closing price data from 2/1/2020 to 19/1/2021 will be evaluated using the root mean 

square error (RMSE) and the mean absolute percentage error (MAPE). Research shows that LSTM models achieved 

over 90% accuracy in predicting stock prices during the pandemic, outperforming traditional models such as ARIMA. 

[4]. Long Short-Term Memory LSTM [6] is a development of one of the deep learning algorithms, namely the RNN. 
GRUs are a simplified version of LSTMs, combining the forget and input gates into a single update gate. They also 

address the vanishing gradient problem and are computationally more efficient than LSTMs, making them suitable for 

similar applications [7]. 

XGBoost This model has demonstrated superior performance, achieving over 92% accuracy in predicting Bitcoin 

prices by effectively handling high-dimensional data and nonlinear relationships [8], stock price prediction [9], 

cryptocurrency price prediction [10], [11]. Predicting future customer behavior is an important task to offer the best 

experience and increase their satisfaction [12]. LSTM for stock price prediction performance is better [13]. This 

approach combines convolutional neural networks with LSTMs, demonstrating improved predictive capabilities for 

applications such as aircraft trajectory forecasting [14]. To be able to make such predictions, historical data is needed 

that can show patterns of past events [15].  

According to [16] conducted a study using 4 different methods to build stock price prediction modeling including 

Moving Average (MA), Exponential Moving Average (EMA), Support Vector Machine (SVM) and LSTM. The test 

results showed that LSTM has the highest accuracy compared to other methods. Apart from according to [17] has 

proven in his research that he created a predictive model using LSTM to predict stock prices in the banking sector. The 

results of his research show that the LSTM algorithm has a high accuracy value based on the RMSE value and the data 

model obtained in the Epoch value variation.  

To see the accuracy of the model built in this study, calculations were used with scaling parameters on the prepared 

dataset to minimize errors when testing the prediction model. Combining LSTM with optimization methods such as 

Genetic Algorithms has been shown to improve prediction accuracy, with a reduction in Mean Absolute Error (MAE) 

from 0.11 to 0.01[18]. It is important to consider the error distribution when choosing RMSE or MAE for model 

evaluation [19].  Based on the data described above, the purpose of this study is to predict the price of Aglaonema 

ornamental plants using the LSTM algorithm based on time series data from 2012 to 2023. 

2. Literature Review 

Based on the literature study on the RNN-LSTM algorithm, it is concluded that the RNN-LSTM algorithm is identified 

as the best model for prediction in predicting prices [20] and several studies related to price prediction in the research 

table on RNN-LSTM. And the proposed RNN-LSTM model has been found to be 90% more accurate than KNN (74%) 

and SVM (87%) for predicting priority level assignment (high or low) for each bug report [21]. Therefore, the algorithm 

for predicting prices using RNN-LSTM is very suitable for predicting future price trends for Aglaonema ornamental 

plants. Because with the RNN-LSTM algorithm, price predictions can be obtained with very high accuracy. According 

to [14] conducted a study using 4 different methods to build stock price prediction modeling including Moving Average 

(MA), Exponential Moving Average (EMA), SVM and LSTM. The test results showed that LSTM has the highest 

accuracy compared to other methods.  
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In addition, according to [22] it has been proven in his research to create predictive modeling using LSTM to predict 

stock prices in the banking sector. The results of his research show that the LSTM algorithm has a high accuracy value 

based on the RMSE value and the data model that can be used in the Epoch value variation. To see the accuracy of the 

model built in this study, calculations were used with scaling parameters on the prepared dataset to minimize errors 

when testing the prediction model. Root Mean Square Error (RMSE). RMSE is a common method commonly used to 

calculate the error rate of a quantitative data prediction model. The RMSE value is obtained from the average of the 

squares of the number of errors in the prediction model. 

3. Methodology 

The stages in this study are divided into eight research stages, namely data collection, preprocessing, LSTM model 

design, training, model evaluation with MAE, and analysis of research results. The flow of research stages can be seen 

in figure 1. 

 
Figure 1. Research Stages 

3.1. Data Collection 

The types of Aglaonema that will be used are local types and imported aglaonema from Thailand which have been 

cultivated by farmers in Depok and Sawangan (as aglaonema centers). The data set used is Aglaonema data from the 

past 12 years, namely 2012 to 2023. For the aglaonema data used, 181 types were obtained from farmers when 

conducting a preliminary study.  This research was applied to Aglaonema farmers who were involved in the KTNA 

(Indonesian Farmer and Fisherman Contact) organization which is spread throughout Indonesia under the auspices of 

the Indonesian Ministry of Agriculture. The data collected includes daily, weekly or monthly prices of Aglaonema 

ornamental plants, as well as other factors that influence prices, such as season, market trends or stock availability. 

3.2. Data Preprocessing 

The main steps of preprocessing include: Data Collection, Data Cleaning, data normalization, and data sharing. With 

good preprocessing, the LSTM model will be more accurate in predicting Aglaonema prices and avoid errors due to 

data that is not well structured.  Consists of data cleaning stages, namely handling missing values, outliers (inconsistent 

data is not valid). Normalizing data using the Min-Max Scaling technique to change the data scale to a range suitable 

for LSTM modeling. Dividing the dataset into training data and testing data with a ratio of 80:20 with considerations 

based on the results of the trial and the author's considerations after several experiments on various comparisons of the 

number of training and testing data. And finally converting the data into a time series format suitable for LSTM model 

input, by determining the time step (for example, 30 days ago to predict the next day's price). 
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3.3. Data Modeling 

Building an LSTM model with several layers, namely the input layer that receives time series data. LSTM layer to 

capture temporal patterns in data. Fully connected layer (Dense layer) to produce prediction output. Output layer with 

one neuron for price prediction. Determining the hyperparameters of the number of LSTM units, the number of epochs, 

batch size, and learning rate through experiments or tuning. Using activation functions such as ReLU or Tanh in the 

LSTM layer and linear functions in the output layer. 

3.4. Training 

Train the LSTM model using the training data by minimizing the loss function (Mean Squared Error) using Adam or 

RMSprop optimizer. Model Validation: Using validation techniques such as k-fold cross-validation or validation data 

splitting to ensure the model is not overfitting. Early Stopping: Applying early stopping to stop training if the model 

performance on the validation data does not improve after several epochs. Activation Function (tanh) is more often 

used in LSTM because it can handle data with negative and positive values effectively. The Optimization Algorithm 

(Adam) is often used because its convergence is faster and more stable than SGD. Selection of Other Parameters 

(number of neurons, batch size) i.e. explaining how these values were determined (e.g. via Grid Search or experiment) 

provides a stronger justification. 

3.5. Model Evaluation Using RMSE 

Evaluation Metrics: Evaluate model performance using metrics: MSE: Measures the average of the squared differences 

between predicted and actual values. The formula is MSE:   

MSE = 
1

𝑛
∑ (𝑦𝑖𝑛

𝑖=1  −  ŷ𝑖)2  (1) 

RMSE: The square root of MSE, providing easier interpretation in the same units as the data. The formula is RMSE:   

RMSE = √
1

𝑛
∑ (𝑦𝑖𝑛

𝑖=1  −  ŷ𝑖)2   (2) 

MAE: Measures the absolute average of the differences between predicted and actual values. The formula is MAE:  

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|𝑛

𝑖=1   (3) 

3.6. Results Analysis 

Create a comparison chart between actual and predicted prices to see how well the model follows the data pattern. 

Analyze MSE, RMSE, and MAE values to determine model accuracy. Identify price patterns or trends that the LSTM 

model successfully captures. 

4. Result and Discussion 

In this study, the LSTM algorithm is used to predict the price of Aglaonema ornamental plants based on datasets from 

2012 to 2023. The results and discussions are divided into several parts, namely data pre-processing results, LSTM 

model performance, metric evaluation, and price prediction analysis. Here is a detailed explanation: 

4.1. Data Pre-Processing Results 

In time series methods such as LSTM, data preprocessing plays an important role in preparing the data for analysis and 

forecasting. The first step in data preprocessing is to check the data type of the 'Date' column to ensure that the time 

column is set as an index and has a 'datetime' data type. Once the data is collected into a dataset, the next step is to 

clean the data. This involves checking for null values (NA) and ensuring that there are no gaps in the time period. Since 

the dataset that has been obtained is free from null values and is fulfilled in terms of time series, the data cleaning step 

can be ignored. After the dataset is cleaned, the next step is data normalization. For example, for the 'Suksom Jaipong' 

plant type, where the price range varies from 150,000 to 570,000, the difference in this range can produce significant 

errors in the model built. To overcome this, normalization needs to be done to convert the actual price into a value with 

an interval range of 0-1. One of the common normalization techniques used is min-max normalization using the 

calculation below.  
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𝑥′ =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥− 𝑥𝑚𝑖𝑛
  (4) 

x' is the scale of the data in the new range, X is the value of the data to be normalized, Xmax is the maximum value of 

the variable, Xmin is the minimum value of the variable. After normalizing the dataset, the dataset is divided into three 

types, namely training data, test data, and validation data. Training Data is to teach model patterns in data. Data 

Validation is to tune hyperparameters and prevent overfitting. Testing Data is to measure the final performance of the 

model on data that has never been seen before. The division is done with a ratio of 80:20, where 80% of the total dataset 

will be used as training data, 20% is used as test data, and 20% of the test data is used as validation data. This ratio 

helps avoid overfitting and underfitting and produces a more accurate and generalizable model. The selection of this 

combination is based on the results of the trial and the author's considerations after several experiments on various 

comparisons of the amount of training and testing data. As a result, there are 502 rows of data representing the first 

502 weeks as training data, 125 rows of data representing the last 125 weeks as test data, and the last 25 rows of data 

from the test data are used as validation data in the learning process of the LSTM model built. With this approach, it is 

expected that the model can learn patterns well from training data, be tested with test data for performance evaluation, 

and be verified using validation data to prevent overfitting and ensure optimal model generalization. The following is 

the composition of the data used. 

4.2. Data Modeling Results 

In figure 2 LSTM is a type of artificial neural network that is a modification of the recurrent neural network (RNN). 

Unlike RNN which is susceptible to gradient dropout problems, LSTM is designed with a structure that allows it to 

retain long-term information over a wider time span. 

 

Figure 2. LSTM modeling 

In this study, after the dataset goes through the data preprocessing and dataset splitting stages, the next step is to adjust 

the data dimensions for use in the LSTM model. This includes the amount of data, time steps, and the number of 

prediction columns in each data subset, namely training data, test data, and validation data. In this process, the time 

step set is 4 data inputs to predict the target in the next data. For example, if initially the dataset consists of rows x1 to 

x5, then for each time step, the input will shift one column forward so that at the first time step the input is x1 to x4 

and the target is x5. This process continues by shifting the time step forward so that at the second time step the input 

becomes x2 to x5 and the target is x6, and so on. By using LSTM, the model is trained at each time step of the input 

sequence to predict the next value. This allows the model to understand patterns and relationships between data 

temporally, which is important in time series data. 

4.3. Training Results 

The training process of the LSTM model with training data is carried out through the model layers that have been 

created.  The LSTM model training process begins by inputting the training data into the designed model. Each input 

then undergoes a series of computations within the LSTM architecture, starting with the forget gate, which filters out 

irrelevant information. Next, the input gate determines the new information to be added to the memory cell, while the 

cell gate updates the cell state based on this new information. Finally, the output gate determines the value that will be 

passed to the next layer. In this study, the epoch or iteration used was 100 iterations with the results of loss and RMSE 

values as shown in figure 3. In figure 4, it can be seen that in both performance matrices of the model on training data 

and validation data, the loss and RMSE values tend to decrease with the last validation loss value of 0.0175 and the 
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last validation RMSE of 0.1323. This indicates that the model learns quite well from training data and has good 

generalization on data that has never been seen before, namely validation data. 

  

Figure 3. Model performance using training loss and 

validation loss 

Figure 4. Model performance using RMSE values on 

training data 

4.4. Testing Data 

After the LSTM model has been trained, the next stage is testing using the previously prepared test data. The testing 

process begins by inputting the test data into the model, where fixed time steps are maintained at the same number as 

in the training stage to ensure consistency in data processing. The trained LSTM model is then used to predict values 

based on previously learned patterns. The predicted results, which are still in a normalized form, are then converted 

back to their original scale through a denormalization process. This step ensures that the predictions can be directly 

compared with the actual prices of each type of Aglaonema plant. Finally, the model's performance is evaluated using 

RMSE and MAPE. These two metrics indicate how far the model's predictions deviate from actual values, with lower 

values representing higher accuracy. 

4.5. Model Evaluation Results 

The LSTM model that has gone through the training and testing stages in the previous stage will be used to predict 

plant type price data for the next 5 years with a total of 313 weeks with a range of 2024 to 2029. After the prediction 

data is obtained using the existing LSTM model, a Denormalization process is needed to return the previously 

normalized prediction values, namely in the form of a range of values 0 to 1 to the actual value according to the price 

of each type of plant. Continued with the model evaluation stage to determine the accuracy of the model that has been 

created. In this study, the model evaluation uses the MAPE. MAPE can be calculated by finding the average of the 

absolute difference between the actual price and the predicted price divided by the actual price. The MAPE formula 

can be seen in the equation. The resulting MAPE values need to be grouped into several categories based on the range 

of values to determine the quality of the model used in predicting sharia stock prices. So that it can be easy to draw 

conclusions whether the prediction is in the accurate category or not. The grouping of MAPE values can be seen in 

table 1. 

Table 1. Grouping of MAPE 

No. MAPE Category 

1 < 10 Accurate prediction model performance 

2 10 - 20 Good prediction model performance 

3 20 – 50 Performance of the prediction model is reasonable 

4 21 > 50 Prediction model performance is not accurate 

The MAPE value on the test data was 7.9, this means that the LSTM model created is included in the category of 

models with accurate prediction performance because it is less than 10 for its magnitude. The following is one type of 

plant from the prediction results that have been carried out. 
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4.6. Analysis results 

In figure 5, it is shown with a two-color chart. The blue color shows the actual price data while the orange color shows 

the predicted price data. The image shown is the image with the best MAE value on the tested aglaonema. 

 

Figure 5. Graph of Suksom Jaipong prediction results with epoch 100 

Figure 6 shows the price of aglaonema. First, the last 60 days of data are taken from the data set and normalized using 

the previously created scaler object. Furthermore, the normalized data is inserted into the X_pred array and reshaped 

into (1,60,1) to be predicted by the model. The prediction results are then normalized again using the scaler and stored 

in the pred_price variable. Furthermore, the code will display the price prediction results for the next 10 years. In the 

for loop, the asset price will be calculated in the i-th year using the investment formula which is assumed to grow 5% 

annually. The results will then be displayed in rupiah format using the format function. 

  

Figure 6. Shows the price of the Jaipong Suksom type in 2012 and 2024 

In figure 7, shows the MAE value of 0.06042931 in testing using 100 epochs. 100 epochs were chosen because it was 

enough to study the Aglaonema price pattern without requiring too long training time. And the consideration is to 

balance between underfitting and overfitting. Can be adjusted based on the results of the model evaluation. It is better 

to use early stopped to optimize the number of epochs automatically. The purpose of separating the dataset into training 

data, test data and validation data is to ensure that the machine learning model to be built is not only able to produce 

good performance on training data, but also able to generalize and provide good results on data that has never been 
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seen before, namely testing data and validation data. This data set separation can also help identify whether the LSTM 

model built is overfitting or not. 

 

Figure 7. Shows the MAE, MSE, and RMSE values of the whole 

Figure 7 shows the MAE, MSE, and RMSE values for the total of all types of Aglaonema. The model is evaluated 

using three metrics, namely MSE, RMSE, and MAE. The reason is that MSE provides information on how the model 

handles large errors. RMSE makes the results easier to interpret in the context of price. MAE shows the average error 

without magnifying the effects of outliers. By using these three metrics, we get a more complete picture of how well 

the model predicts the price of Aglaonema and how the model handles large and small errors. In Figure 8, the results 

of the model evaluation on the test data: MSE (Mean Squared Error): The resulting MSE value is 0.011. This value 

shows the average squared difference between the predicted price and the actual price. A low MSE indicates that the 

model has good accuracy. RMSE (Root Mean Squared Error): The RMSE value is 0.10. RMSE provides easier 

interpretation because it is in the same units as the original data. A low RMSE value indicates that the model prediction 

is close to the actual price. MAE (Mean Absolute Error): The MAE value is 0.06. MAE measures the absolute average 

of the difference between the predicted price and the actual price. A low MAE value indicates that the model's 

prediction error is relatively small. 

4.7. Discussion 

The results above show that the low MSE, RMSE, and MAE values indicate that the LSTM model is able to predict 

the price of Aglaonema with high accuracy. The relatively small RMSE and MAE (0.005 and 0.004) indicate that the 

model prediction is very close to the actual price. For example, in predicting peanut prices, LSTM achieved lower 

RMSE, MAE, and MAPE values compared to ARIMA, indicating superior accuracy. In the context of rice price 

prediction, LSTM models showed higher forecast errors compared to ARIMA, indicating that although LSTM is 

robust, its performance may vary based on commodity characteristics and specific datasets [23], [24]. RMSE is a 

common metric for evaluating forecasting accuracy, especially in studies comparing traditional and deep learning 

models. A new framework combining LSTMs with improved optimization techniques has shown significant 

performance improvements, achieving up to 52% reduction in MAE for certain datasets [25]. 

LSTM has been applied to dynamical system identification, showing superior performance compared to conventional 

RNNs and single LSTM networks [26]. LSTM models are particularly effective in handling sequence data with long-

term dependencies, making them suitable for predicting the price of ornamental plants such as oriental lilies. LSTM 

networks utilize memory cells that retain information over long periods, effectively addressing the vanishing gradient 

problem common in traditional RNNs [27]. LSTM's ability to capture long-term temporal patterns (long-term 

dependencies) makes it suitable for predicting the price of Aglaonema which has complex fluctuations. This model is 

also able to overcome the vanishing gradient problem that often occurs in conventional RNNs.  

Low RMSE is a strong indicator of the superiority of a Long Short-Term Memory (LSTM) model, as it reflects the 

model's ability to accurately predict outcomes across a wide range of domains. LSTM networks are particularly adept 

at handling time series data due to their capacity to capture long-term dependencies, which is critical for accurate 

forecasting. This capability has been consistently demonstrated across a wide range of applications, as evidenced by 

the low RMSE scores reported in several studies. In stock market predictions, The LSTM framework has demonstrated 

competitive performance against traditional models, with experimental results highlighting their adaptability under 

varying market conditions [28]. For oil price forecasting, LSTM networks outperform traditional time series models 

such as ARIMA, with much lower RMSE values, indicating their adaptability to volatile market conditions [29], [30]. 

While low RMSE values underscore the superiority of LSTM models, it is important to consider that these models may 

require significant computational resources and careful hyperparameter tuning to achieve optimal performance. In 

addition, the integration of multivariate analysis and hybrid models can further improve the predictive capabilities of 

LSTM networks, suggesting avenues for future research and development [31]. 
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5. Conclusion 

Based on the results and discussion above, it can be concluded that the LSTM algorithm is able to predict the price of 

Aglaonema ornamental plants with high accuracy, as evidenced by the low MSE, RMSE, and MAE values, namely the 

suksom jaipong type 0.0461235269904137. This model also successfully captures trends and seasonal patterns in 

Aglaonema price data. Thus, this study makes a significant contribution to the development of a machine learning-

based price prediction system for the ornamental plant industry. 
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