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Abstract 

This research addresses the challenge of imbalanced sentiment classes in hotel review datasets obtained from Traveloka by integrating SMOTE 

(Synthetic Minority Oversampling Technique) with ensemble machine learning methods. The study aimed to enhance the classification of 

Positive, Negative, and Neutral sentiments in customer reviews. Data preprocessing techniques, including tokenization, stemming, and stopword 

removal, prepared the textual data for analysis. Various machine learning models—CART, KNN, Naive Bayes, and Random Forest—were 

evaluated individually and in ensemble configurations such as Bagging, Stacking, Soft Voting, and Hard Voting. The Stacking ensemble 

approach, utilizing Logistic Regression as a meta-classifier, demonstrated superior performance with an accuracy, precision, recall, and F1-score 

of 88%, outperforming Bagging (86%), Hard Voting (84%), and Soft Voting (81%). The findings highlight the effectiveness of SMOTE in 

balancing sentiment classes, particularly improving the classification of underrepresented Neutral and Negative categories. The novelty of this 

study lies in the comprehensive use of ensemble techniques combined with SMOTE, which significantly enhanced prediction stability and 

accuracy compared to previous approaches. These results provide valuable insights into leveraging advanced machine learning techniques for 

sentiment analysis, offering practical implications for improving customer experience and service quality in the hospitality industry. 

Keywords: Sentiment Analysis, SMOTE, Ensemble Learning, Hotel Reviews 

1. Introduction 

Indonesia is one of the countries with significant tourism potential [1]. Its natural beauty, cultural diversity, and 

historical richness make the tourism sector one of the primary sources of national income [2]. Indonesian tourism has 

developed rapidly, with millions of local and international tourists visiting various destinations each year [3]. One 

crucial aspect contributing to the success of the tourism sector is the quality of hotel services. Hotels play an integral 

role in the tourist experience, where comfort, hospitality, and satisfying services are key factors that determine tourists' 

perceptions and satisfaction levels [4].  

This study analyzes reviews from the Traveloka application, which is widely used by people to book hotels. Traveloka 

was chosen as the dataset source due to its extensive user base in Southeast Asia, particularly Indonesia, where it 

dominates the online travel market. This makes the dataset highly representative of regional customer behavior and 

preferences. Additionally, Traveloka provides a rich variety of reviews that include different sentiments, offering a 

balanced perspective on customer satisfaction and dissatisfaction. These reviews, typically submitted by tourists 

through online travel platforms like Traveloka, provide clear insights into real customer experiences. The reviews can 
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consist of positive comments reflecting satisfaction or criticisms indicating issues with the services provided [5]. With 

the advancement of technology, sentiment analysis of these reviews has become a valuable tool to help Traveloka's 

management understand customer perceptions more deeply [6]. Sentiment analysis enables Traveloka to identify trends 

in the reviews, whether they relate to services, facilities, or other factors connected to the guest experience or 

application use [7]. Consequently, hotels and Traveloka can take necessary actions to improve the quality of their 

services based on the extracted data. 

Previous research on sentiment analysis using machine learning has been widely conducted. For instance, a study by 

[8] compared three algorithms for sentiment analysis: Support Vector Machine (SVM) achieved 68% accuracy, Naïve 

Bayes (NB) achieved 69%, and Random Forest achieved 66%. Another study analyzed hotel reviews in Indonesia and 

achieved relatively low accuracy using various machine learning algorithms: LR 54%, NB 53%, and SVM 54% [9]. 

This further highlights the challenge of class imbalance, as these models struggle to learn meaningful patterns from the 

underrepresented classes. Other research efforts have focused on improving machine learning performance using 

different methods. For example, a study by [10] enhanced the Light Gradient Boosting Machine (LGBM) algorithm 

by adding Bigram LDA Filter and Word2Vec, achieving an accuracy of 86.6%. Another study improved machine 

learning performance using ensemble methods, specifically stacking and voting, with the latter achieving an accuracy 

of 85% and the former 81%, by combining several base algorithms, namely Random Forest (RF), SVM, and XGBoost 

[11]. These findings underscore the persistent limitations of prior studies in addressing class imbalance, as well as the 

need for more comprehensive approaches that combine techniques like SMOTE and ensemble methods to enhance 

performance and ensure fair representation across all sentiment classes. 

In sentiment analysis of customer reviews, especially when handling imbalanced data, the combination of Machine 

Learning (ML) and Natural Language Processing (NLP) becomes essential. NLP processes and understands customer 

review text through techniques such as tokenization, stemming, and lemmatization, making the review data usable for 

machine learning models [12]. After the NLP process, ML is applied to build a classification model capable of 

predicting the sentiment of the reviews—whether positive, negative, or neutral. This combination enables sentiment 

analysis to be conducted automatically on a large scale, which is useful for understanding customer perceptions without 

manual intervention [13]. One significant challenge in sentiment analysis is imbalanced data, where positive reviews 

often far outnumber negative reviews [14]. To address this, SMOTE (Synthetic Minority Over-sampling Technique) 

is used. SMOTE helps balance the dataset by synthesizing new samples for minority classes (e.g., negative reviews), 

allowing machine learning models to learn more effectively from both classes [15]. With SMOTE, models become 

more sensitive to underrepresented classes, improving overall performance, especially in detecting negative reviews 

crucial for service improvement. 

Commonly used machine learning algorithms for sentiment analysis include Naïve Bayes, SVM, Random Forest, and 

Logistic Regression. Naïve Bayes is chosen for its efficiency in handling text [16], while SVM excels with high-

dimensional data and produces robust classifications [17]. Random Forest is effective in reducing overfitting and 

delivering stable results [18], and Logistic Regression provides predictions that are easy to interpret and understand 

[19]. To further improve model performance, ensemble machine learning techniques such as bagging, voting, and 

stacking are used. Bagging reduces variance by training multiple models on different subsets of the data [20]. Stacking 

combines multiple models using a meta-model to produce final predictions with higher accuracy [21]. Voting, on the 

other hand, combines the predictions of several base models to generate an optimal final solution [22]. By incorporating 

SMOTE into this process, the resulting models become not only more accurate but also more responsive to imbalanced 

data, ensuring that rare negative reviews are still detected effectively. The combination of SMOTE and ensemble 

machine learning produces stronger and more effective sentiment analysis models, improving sentiment prediction 

quality and providing valuable insights for companies to enhance their services. 

2. Related Studies 

The research conducted by [23] discusses the use of the Naive Bayes algorithm combined with SMOTE to address data 

imbalance in customer sentiment analysis from Twitter reviews. The goal is to automate customer sentiment 

classification, allowing TokopediaCare to respond more quickly. The results show that applying SMOTE significantly 
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improves the model’s accuracy compared to using Naive Bayes alone. This approach accelerates sentiment analysis 

while ensuring more accurate results in handling various types of customer sentiments. 

Another study by [24] focuses on implementing ensemble methods to analyze sentiment in Google Play Store reviews, 

specifically for applications such as Zoom and Shopee. The study aims to compare the effectiveness of ensemble 

models like Random Forest and Boosting with individual algorithms such as Naive Bayes and SVM. The research 

begins with a preprocessing step, including data cleaning, tokenization, and stopword removal to prepare the text 

reviews before classification. The results show that ensemble models, particularly Random Forest, deliver superior 

performance in sentiment classification, achieving 94.15% accuracy for Zoom reviews and 80.69% for Shopee reviews. 

These findings indicate that ensemble approaches are more effective in handling the complexity and variability of 

review data. The authors also note that while ensemble models improve performance, further development is needed, 

especially in addressing data imbalance and capturing more complex language nuances. Recommendations for future 

research include the use of Deep Learning techniques and testing models in other domains. 

Furthermore, [25] analyze sentiment in user reviews of Shopee in Indonesia, focusing on public sentiment during the 

11.11 Flash Sale event. The study uses TF-IDF (Term Frequency-Inverse Document Frequency) to calculate word 

weights in the reviews, and the results show a model accuracy of 90.76% under a 60:40 data split scenario. The study 

emphasizes the importance of understanding consumer sentiment to enhance strategies for events such as Flash Sales 

and improve customer service. Additionally, the findings show that the model effectively identifies negative sentiment 

during significant events, offering recommendations for Shopee to enhance marketing strategies and responsiveness to 

technical issues on the application. 

The research by [26] focuses on sentiment analysis of customer reviews for the Ralali.com application on Google Play 

Store. In this study, three classification algorithms NB, SVM, and k-NN are compared to determine their effectiveness 

in classifying sentiment reviews. To address class imbalance in the dataset, the SMOTE method is applied. The results 

demonstrate that the Naive Bayes algorithm with SMOTE outperforms models without SMOTE in terms of recall and 

precision. However, some challenges remain in maintaining accuracy because SMOTE slightly reduces performance 

for the majority class. The final results indicate that combining SMOTE with Naive Bayes is the most effective 

approach for handling imbalanced data, particularly for minority class classification. The study also highlights the 

importance of two-step data preprocessing, including data cleaning and stemming, which significantly improves the 

quality of the models used. This research provides recommendations for Ralali.com developers to improve systems 

based on user feedback identified through sentiment analysis. 

Other Research [27] focuses on using ensemble methods that combine Naive Bayes, Decision Trees, Multilayer 

Perceptron, and Logistic Regression to improve sentiment analysis accuracy on Twitter. This study highlights the 

challenges of analyzing social media data, such as informal language and ambiguous expressions. The results show 

that the proposed ensemble classifier outperforms individual models in classifying positive and negative sentiments, 

with Naive Bayes being the best-performing individual model. 

Subsequent research by [28] This research focuses on the use of ensemble methods combining Naive Bayes, Decision 

Trees, Multilayer Perceptron, and Logistic Regression to improve sentiment analysis accuracy on Twitter. The study 

highlights the challenges of analyzing social media data, such as informal language and ambiguous expressions. The 

results indicate that the proposed ensemble classifier outperforms individual models in classifying positive and negative 

sentiments, with Naive Bayes being the best-performing model among the individual models. 

Previous research predominantly employed classical machine learning methods such as Naive Bayes, Random Forest, 

and Support Vector Machine for sentiment analysis. Several studies combined the SMOTE method to handle class 

imbalance in sentiment data, which led to improved classification performance. In addition, some studies utilized 

ensemble techniques such as boosting or majority voting to enhance sentiment prediction accuracy. 

Compared to previous studies, this research adopts a more structured approach by involving various models such as 

Naive Bayes, Random Forest, KNN, and CART and preprocessing techniques such as TF-IDF and SMOTE to address 

data imbalance. Voting and stacking with Logistic Regression are used to improve predictive performance, and the 

final results are thoroughly evaluated using relevant metrics. Unlike previous studies that tended to rely on a single 
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model or optimization technique, this study is more comprehensive, implementing a combination of models and more 

diverse ensemble techniques. These include Bagging with Random Forest, stacking with base algorithms such as NB, 

RF, KNN, and CART with Logistic Regression as the meta-learner, as well as Voting using both soft and hard voting 

approaches with the same base algorithms. Additionally, this study also evaluates baseline algorithms, ensuring a more 

holistic approach to sentiment analysis. 

3. Methodology  

The methodology applied in this research is illustrated in figure 1, which provides an overview of the research 

workflow. This diagram outlines the sequential steps involved in the process, starting from data collection and 

preprocessing, followed by the application of SMOTE to address class imbalance, machine learning model training, 

and performance evaluation. Each step is designed to ensure the effectiveness of the sentiment classification, 

particularly in handling imbalanced data. Figure 1 serves as a visual guide to help readers understand the interconnected 

stages of the methodology. 

 

Figure 1. Overview of the Research flow 

3.1. Input Data 

The initial stage of this research involved collecting raw data to serve as the foundation for subsequent analysis. The 

dataset was sourced from Kaggle, a popular platform for sharing datasets, specifically from the following link: 

https://www.kaggle.com/datasets/mgustiansyah/traveloka-id-application-rating-and-review-dataset. This dataset 

contains a compilation of user reviews and ratings submitted by customers of the Traveloka application. These reviews 

are valuable as they provide insights into customer satisfaction, preferences, and potential issues faced by users of the 

platform. The dataset is rich in textual and numerical data, allowing for comprehensive analysis, including sentiment 

analysis and NLP tasks. By utilizing this dataset, the study aims to explore patterns and trends that can contribute to 

improving the Traveloka application's user experience and overall functionality. The inclusion of real-world data 

ensures that the findings are applicable and relevant to practical scenarios. 

3.2. Labelling 

Traveloka application was directly labeled based on sentiment indicators embedded within the data, such as star ratings 

or explicit positive and negative expressions in the reviews. For instance, reviews with higher ratings and positive 

language were labeled as “positive”, while those with lower ratings and negative language were labeled as “negative”. 

Reviews that did not convey a strong sentiment or had neutral ratings were labeled as “neutral”. 

The second stage of labeling involved input and validation from the General Manager (GM) of a hotel located in 

Pekanbaru. As an expert in hospitality and customer feedback analysis, the GM provided valuable insights to refine 

the labels, ensuring the sentiment categorization aligned with the real-world understanding of customer satisfaction 

and dissatisfaction. This manual validation step ensured that the labeling process captured nuanced expressions of 

sentiment that automated methods might overlook, enhancing the overall quality and reliability of the labeled dataset. 

https://www.kaggle.com/datasets/mgustiansyah/traveloka-id-application-rating-and-review-dataset
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3.3. SMOTE 

SMOTE is a widely used technique to address imbalanced datasets by generating synthetic samples for 

underrepresented classes. This approach involves identifying k-nearest neighbors of data points in the minority class 

and creating new synthetic samples along the line segments between these neighbors. Unlike traditional oversampling 

methods that duplicate existing instances, SMOTE generates new, unique samples, which reduces the risk of overfitting 

[29]. 

In this study, SMOTE was employed to balance the sentiment classes Positive, Negative, and Neutral, within the 

dataset. The initial dataset showed significant class imbalances, where the Positive class was dominant, and the Neutral 

and Negative classes were underrepresented. By applying SMOTE, synthetic samples were generated for the Negative 

and Neutral classes to equalize their representation with the Positive class. This preprocessing step ensured that the 

machine learning models trained on the dataset could learn features from all sentiment classes effectively, leading to 

more robust and unbiased predictions. 

The implementation of SMOTE significantly improved the model's ability to classify minority classes accurately, 

especially in scenarios where the raw dataset would have otherwise caused the model to bias its predictions toward the 

majority class. By balancing the dataset, the study ensured a fair evaluation of the model's performance across all 

sentiment categories, ultimately leading to a more reliable and inclusive sentiment classification system. 

3.4. Preprocessing 

In this research, the preprocessing step plays an important role in preparing text data for machine learning models. In 

figure 2 is the initial data taken from Kaggle. 

 

Figure 2. Initial Data 

Figure 2 illustrates the raw dataset containing information about user names, star ratings, review timestamps, and 

review content related to the Traveloka application. While this dataset provides an initial overview of user feedback, 

preprocessing is essential to ensure the quality and relevance of the data for further analysis. Preprocessing is necessary 

because raw data often contains irrelevant or potentially disruptive elements, such as user names and timestamps, which 

may not directly contribute to sentiment analysis. Additionally, review content may include unnecessary characters or 

symbols that need to be cleaned to facilitate more accurate analysis. This process also reduces the risk of bias caused 

by duplicate entries or inconsistencies in data formatting. By cleaning and normalizing the data, preprocessing aims to 

produce a more structured and ready-to-use dataset, ensuring that machine learning models can optimally identify 

critical patterns. It also allows for managing more relevant information, enhancing the accuracy and efficiency of 

sentiment analysis on user reviews. The following is the preprocessing process in this study, The preprocessing steps 

included tokenization, stemming, stopword removal, lowercasing, and punctuation removal. During tokenization, the 

text was split into individual words using the NLTK tokenizer, which ensures accurate word segmentation, including 

handling special characters and punctuation [30]. Stemming was applied using the Porter Stemming Algorithm to 

reduce words to their root forms, allowing the model to treat word variations like "running" and "ran" as the same 

feature. This approach is computationally efficient and widely used for English text [31]. Stopword removal involved 

utilizing a predefined list of stopwords from the NLTK library to eliminate frequently occurring words such as "and," 

"the," and "is" that do not add significant meaning to sentiment classification. Additionally, custom stopwords relevant 

to the dataset, such as domain-specific terms, were reviewed and adjusted [32]. All text was converted to lowercase to 

standardize the data and prevent the model from treating words like "Hotel" and "hotel" as separate features [33]. 
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Lastly, unnecessary symbols, including punctuation marks, were removed to ensure the text was clean and ready for 

analysis [34]. 

These preprocessing steps ensure that the text data is structured consistently and appropriately for machine learning 

models, thus improving their ability to learn meaningful patterns. By specifying the tools and methods used, the 

preprocessing procedure becomes more transparent and reproducible. Figure 3 is the result of the preprocessing 

performed. 

 

Figure 3. Preprocessing Result 

Figure 3 illustrates the results of the preprocessing stage, showcasing a dataset that has been refined and standardized 

to enhance its usability for further analysis. Irrelevant columns such as names and timestamps have been removed, 

while review content has been processed to eliminate unnecessary symbols, punctuation, and inconsistencies. 

Additionally, the text has been tokenized, stemmed, and lowercased to ensure uniformity, and stopwords have been 

removed to focus on meaningful words. This preprocessing ensures that the dataset is structured, noise-free, and ready 

for machine learning models to effectively extract patterns and insights, particularly for sentiment analysis. 

3.5. TF-IDF 

In this study, TF-IDF is utilized to transform textual reviews from the dataset into numerical representations that can 

be effectively processed by machine learning algorithms. The method involves calculating the Term Frequency (TF) 

for each word, which reflects how frequently a term appears in a specific review relative to the total number of terms 

in that review. Simultaneously, the Inverse Document Frequency (IDF) assigns lower weights to terms that occur 

commonly across the dataset, ensuring that frequent but less informative words contribute minimally to the numerical 

representation. By combining TF and IDF, the resulting TF-IDF score emphasizes terms that are unique and significant 

to individual reviews, allowing the model to prioritize meaningful features over redundant or irrelevant ones. This 

preprocessing step plays a vital role in ensuring that the classification model focuses on critical aspects of the reviews, 

ultimately enhancing the accuracy of sentiment classification [35]. 

3.6. Modelling 

The selection of machine learning models in this study was guided by their unique strengths and suitability for 

sentiment classification tasks. Each model offers specific advantages that address different aspects of the dataset and 

prediction objectives. The sentiment classification process utilized multiple algorithms, each with distinct strengths 

and characteristics. Naive Bayes was chosen for its simplicity and efficiency, particularly suitable for text analysis due 

to its probabilistic approach. This algorithm effectively classifies sentiment by leveraging the probabilities of word 

occurrences in positive, negative, and neutral classes, making it especially useful for large datasets where 

interpretability and speed are critical [16]. Random Forest was selected for its ability to address overfitting issues 

commonly associated with single decision trees. As an ensemble learning algorithm, Random Forest combines 

predictions from multiple decision trees using the bagging technique, ensuring robust and stable predictions even in 

datasets with complex patterns or noise [36]. 

K-Nearest Neighbors (KNN) provides a straightforward approach to classification by examining the majority label 

among the closest neighbors in the feature space. This algorithm excels in small to medium-sized datasets, where 

computational efficiency and local pattern recognition are essential [37]. Lastly, CART (Classification and Regression 

Trees) builds interpretable decision tree models capable of handling both classification and regression tasks. Its 
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flexibility in capturing non-linear relationships between features and outcomes makes it a valuable tool for sentiment 

classification, especially when working with datasets that exhibit varied feature distributions [38]. 

Each model was implemented to process the preprocessed sentiment data, generating predictions based on the labeled 

reviews. The diverse selection of algorithms ensures that the strengths of each approach are utilized, contributing to 

comprehensive and reliable sentiment analysis outcomes. 

3.7. Stacking With Logistic Regression 

Stacking is an ensemble technique that combines multiple models (Naive Bayes, Random Forest, KNN, CART) using 

Logistic Regression as the meta-model. The meta-model generates the final prediction based on the outputs of the base 

models. This technique aims to combine the strengths of multiple models to produce better and more accurate 

predictions than a single model [39]. 

3.8. Voting 

In a Voting Classifier, predictions from multiple models are combined using either Hard Voting or Soft Voting 

mechanisms. In this approach, algorithms such as NB, RF, KNN, and Classification and Regression Tree (CART) are 

often used as base models due to their ability to handle diverse data characteristics. In Hard Voting, each model provides 

discrete class predictions, and the class with the most votes is chosen as the final result. This method is particularly 

effective in scenarios where individual models perform well and their predictions align frequently [40]. On the other 

hand, Soft Voting combines predictions by averaging the probabilities for each class from all models and selects the 

class with the highest average probability as the final prediction. While Soft Voting offers a probabilistic approach and 

can leverage the confidence scores of the models, it may perform worse than Hard Voting in certain cases. This is 

because Soft Voting's reliance on probability averaging can dilute the influence of strong models if other models 

provide less accurate or overly confident probability estimates [41]. Therefore, the choice between Hard Voting and 

Soft Voting should consider the characteristics, performance consistency, and contributions of base models such as 

NB, RF, KNN, and CART. 

3.9. Evaluation 

To evaluate the performance of the machine learning models, the study uses four key metrics: accuracy, precision, 

recall, and F1-score. Each metric provides distinct insights into the model's ability to classify data correctly, especially 

in scenarios where class imbalance may affect the results. 

Accuracy: Accuracy is used to measure the proportion of total correct predictions out of all predictions made by the 

model. It provides an overall assessment of model performance [42]. The formula for accuracy is: 

Accuracy =
True Positives (TP)+True Negative (TN)

Total Number of Instances
  (1) 

This metric is particularly useful when the dataset is balanced. 

Precision: Precision focuses on the model's ability to correctly predict positive cases and avoids labeling negative cases 

as positive. It is essential in situations where false positives are costly [43]. The formula for precision is: 

Precision =
True Positives (TP)

True Positive (TP)+False Positives (FP)
  (2) 

High precision indicates that the model’s positive predictions are highly reliable. 

Recall: Recall measures the ability of the model to identify all actual positive cases. This is crucial when false negatives 

carry a significant cost, such as in medical diagnoses [44]. The formula for recall is: 

Recall =
True Positives (TP)

True Positives (TP)+False Negatives (FN)
  (3) 

F1-score: The F1-score is the harmonic mean of precision and recall. It balances these two metrics to provide a 

comprehensive measure of model performance, especially in imbalanced datasets [45]. The formula for the F1-score 

is: 
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F1 − Score = 2 ×
Precision × Recall

Precision×Recall
  (4) 

A high F1-Score reflects a balance between precision and recall, indicating robust model performance. 

These metrics are chosen to ensure a comprehensive evaluation of the models, addressing both their ability to make 

correct predictions overall (accuracy) and their sensitivity and specificity when dealing with imbalanced data 

(precision, recall, and F1-score). This holistic evaluation enables a more nuanced understanding of model behavior 

under varying conditions. 

4. Results and Discussion 

4.1. Result 

The first step involves balancing the classes, as shown in figure 4, which illustrates the class distribution before 

balancing using SMOTE. The review data distribution appears imbalanced, with the "Positive" category containing the 

largest number of data points, followed by "Negative," while "Neutral" has the least. This imbalance can bias machine 

learning models, making it easier for the model to identify the "Positive" class while struggling to recognize the 

underrepresented "Neutral" class. Figure 5 shows the class distribution after balancing the data using SMOTE. 

  

Figure 4. Data before balancing Figure 5. Data After balancing 

Once SMOTE is applied, the data in each class ("Positive," "Negative," "Neutral") becomes balanced. SMOTE 

generates synthetic samples for the minority classes (Negative and Neutral), making the distribution equal to the 

"Positive" class. With balanced data, machine learning models can better identify patterns in all classes without bias 

caused by class imbalance. The next step involves testing the models using base algorithms, as shown in figure 6, 

which presents the confusion matrices for the following algorithms: 

 

(a) CART 

 

(b) KNN 

 

(c) MNB 

Figure 6. Confusion Matrices of Individual Algorithms (CART, KNN, and MNB) 

For the CART model, the confusion matrix shows some classification errors across all classes. For instance, the 

"Negative" class is misclassified as "Neutral" 204 times and as "Positive" 202 times. Similarly, the "Neutral" class is 

often misclassified as "Positive," with 171 incorrect predictions. This indicates that CART struggles to accurately 

distinguish between the "Neutral" and "Positive" classes. 

The KNN model shows improvements over CART, particularly in classifying the "Neutral" class. However, there are 

still errors, such as the "Positive" class being misclassified as "Neutral" 319 times. Despite this, KNN demonstrates 

better overall performance in identifying sentiment patterns compared to CART. 
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For the MNB model, the confusion matrix highlights strong performance in classifying the "Negative" and "Positive" 

classes with relatively fewer errors. However, the "Neutral" class remains challenging, as many predictions for this 

class are misclassified as "Negative" (661) and "Positive" (382). Overall, MNB performs well but requires further 

improvements to handle the "Neutral" class more effectively. The evaluation metrics for these models are summarized 

in table 1. 

Table 1. Evaluation of Algorithm Based Metrics 

Algorithm Accuracy Precision Recall F1-score 

CART 76 76 76 76 

KNN 44 73 44 38 

MNB 74 78 74 72 

Table 1 summarizes the performance of three machine learning algorithms CART, KNN, and MNB (Multinomial 

Naive Bayes)—based on four evaluation metrics: accuracy, precision, recall, and F1-score. Accuracy measures the 

overall correctness of the model by calculating the ratio of correctly predicted instances to the total instances. Precision 

focuses on the proportion of correctly predicted positive instances among all instances predicted as positive, while 

recall measures the proportion of actual positive instances correctly identified by the model. F1-score provides a 

balanced evaluation by combining precision and recall, especially useful when dealing with imbalanced datasets. 

In the table, CART demonstrates consistent performance across all metrics, scoring 76%. This indicates that CART 

provides stable predictions but may struggle with nuanced differences in sentiment classes. KNN shows the lowest 

accuracy at 44%, indicating difficulty in classifying data accurately. Although its precision is relatively high at 73%, 

reflecting fewer false positives, its recall (44%) and F1-score (38%) are significantly lower, highlighting its inability 

to capture most positive cases. This performance is likely due to KNN's sensitivity to data distribution and noise. 

MNB performs better than KNN, achieving an accuracy of 74% and the highest precision at 78%. Its recall (74%) and 

F1-score (72%) are also relatively strong, showing that MNB balances its predictions effectively. However, it still falls 

slightly short of CART in overall consistency. By combining these metrics, the table 1 shows that CART provides the 

most stable results, KNN struggles due to its sensitivity to data distribution, and MNB strikes a good balance between 

precision and recall, making it competitive for sentiment classification. The models were then evaluated using ensemble 

techniques, as shown in figure 7, which presents the confusion matrices for the following methods: 

 

(a) Bagging: Random Forest (RF) 

 

(b) Stacking: CART, KNN, SVM, RF: Logistic 

Regression 
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(c) Soft Voting: CART, KNN, SVM, RF 

 

(d) Hard Voting: CART, KNN, SVM, RF 

Figure 7. Confusion Matrices of Ensemble Techniques (Bagging, Stacking, Soft Voting, and Hard Voting) 

The Bagging method with Random Forest produces stable performance, particularly in the "Negative" class, but still 

struggles to distinguish between the "Neutral" and "Positive" classes. This can be attributed to the overlap in class 

features, which affects the voting mechanism across multiple decision trees, even though Random Forest is well-suited 

for handling noisy data. Stacking, which combines predictions from base models (CART, KNN, SVM, RF) using 

Logistic Regression as a meta-classifier, outperforms the other methods. It handles class ambiguity more effectively 

due to the meta-classifier’s ability to aggregate diverse prediction patterns, resulting in improved stability in the 

"Neutral" class despite minor errors between "Neutral" and "Positive" predictions. 

Soft Voting, which averages prediction probabilities from the base models, performs evenly across all classes, with 

fewer errors in the "Negative" and "Positive" classes. However, the "Neutral" class shows higher misclassification 

rates, likely because averaging probabilities dilutes the influence of more accurate base models. Hard Voting, which 

uses majority voting from base models, performs well for the "Negative" class but exhibits significant errors in the 

"Neutral" class, where data is often misclassified as "Negative" or "Positive." This limitation arises because Hard 

Voting does not consider prediction probabilities, making it less flexible than Soft Voting. For models like KNN, lower 

recall and precision rates stem from its sensitivity to noisy data and reliance on neighbors, which can lead to errors 

when class boundaries are unclear or when classes are closely grouped. The evaluation metrics for ensemble methods 

are summarized in table 2. 

Table 2. Evaluation of Ensemble Machine Learning 

Algorithm Accuracy Precision Recall F1-score 

Bagging: Random Forest (RF) 86 86 86 86 

Stacking: CART, KNN, SVM, RF: Logistic Regression 88 88 88 88 

Soft Voting: CART, KNN, SVM, RF 81 82 81 81 

Hard Voting: CART, KNN, SVM, RF 84 84 84 84 

Table 2 evaluates the performance of four ensemble machine learning methods—Bagging with RF, Stacking, Soft 

Voting, and Hard Voting—using four key metrics: accuracy, precision, recall, and F1-score. Accuracy measures the 

overall correctness of the model's predictions by dividing the number of correct predictions by the total instances. 

Precision focuses on the proportion of true positive predictions out of all predicted positives, which is important for 

minimizing false positives. Recall assesses the model's ability to identify actual positive instances, reflecting its 

sensitivity. F1-score, the harmonic mean of precision and recall, provides a balanced evaluation, particularly valuable 

when dealing with imbalanced datasets. 

The results show that Stacking achieves the highest scores across all metrics (88%), demonstrating its ability to 

effectively combine predictions from multiple base models with Logistic Regression as the meta-classifier. Bagging 
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with Random Forest follows closely, achieving consistent scores of 86% across all metrics, showcasing its robustness 

and stability. Hard Voting performs well with 84% across all metrics but lacks the flexibility of probability-based 

predictions. Soft Voting shows slightly lower performance (81% accuracy), attributed to its reliance on averaging 

probabilities, which may dilute the contributions of more accurate models. These metrics highlight the strengths and 

limitations of each ensemble method, emphasizing the superiority of Stacking in this analysis. 

4.2. Discussion 

The first step involves addressing data imbalance, as shown in Figure 4, which displays the class distribution before 

balancing using SMOTE. The data reveals that the "Positive" class has the highest count, followed by "Negative," 

while "Neutral" has the least. This imbalance can lead to bias in machine learning models, where they may struggle to 

identify minority classes like "Neutral." After applying SMOTE, as shown in Figure 5, the class distribution becomes 

balanced, ensuring that the model can learn patterns from all classes more effectively. 

The next step is testing the models using individual algorithms, as shown in Figure 6. The three algorithms used are 

CART, KNN, and MNB. The confusion matrix for CART shows difficulties in distinguishing the "Neutral" and 

"Positive" classes, with some "Negative" data also misclassified. In contrast, KNN demonstrates improved 

classification of the "Neutral" class, but errors persist, particularly where "Positive" data is predicted as "Neutral." This 

poor performance in classifying the "Neutral" class can be attributed to the ambiguous nature of reviews in this 

category, which often contain mixed sentiments or lack clear indicators for classification. Additionally, models like 

KNN are sensitive to noisy or overlapping data, which exacerbates errors in distinguishing the "Neutral" class. MNB 

performs relatively well in classifying the "Negative" and "Positive" classes, but still struggles with the "Neutral" class, 

as evidenced by frequent misclassifications into other classes. This limitation may stem from the assumptions of the 

MNB algorithm, which treats features as independent, potentially oversimplifying complex textual patterns in the 

"Neutral" class. According to table 1, CART achieves a stable performance across accuracy, precision, recall, and F1-

score, all at 76%, though it struggles to recognize minority classes. KNN has the lowest accuracy at 44%, with a higher 

precision of 73%, but its low recall indicates weaknesses in detecting all instances within a class. MNB performs better 

than KNN, achieving 74% accuracy and the highest precision at 78%, with balanced recall and F1-score values. 

To further enhance classification performance, ensemble methods were applied, as illustrated in Figure 7, which 

displays the confusion matrices for four ensemble techniques: Bagging (Random Forest), Stacking, Soft Voting, and 

Hard Voting. Stacking, which combines base models (CART, KNN, SVM, RF) with Logistic Regression as a meta-

classifier, delivers the best performance with high accuracy and stability in handling class ambiguity. Stacking 

outperforms other techniques because it leverages the strengths of diverse base models while mitigating their individual 

weaknesses through the meta-classifier. The Logistic Regression meta-classifier effectively identifies patterns in the 

combined outputs of base models, resulting in more accurate predictions. Bagging with Random Forest ranks second, 

achieving 86% accuracy, with stable performance but challenges in distinguishing the "Neutral" and "Positive" classes 

due to its reliance on multiple decision trees, which can dilute the model's ability to handle minority class boundaries. 

Soft Voting, which averages prediction probabilities from base models, provides balanced performance across all 

classes but has lower accuracy compared to Stacking and Bagging. The difficulty in classifying the "Neutral" class in 

Soft and Hard Voting is likely due to their reliance on aggregation techniques, which may overlook subtle differences 

in sentiment within ambiguous reviews. Hard Voting shows slightly better performance than Soft Voting but lacks 

flexibility as it relies only on majority voting, ignoring probability confidence. 

According to table 2, Stacking achieves the best performance with an accuracy, precision, recall, and F1-score of 88%, 

followed by Bagging at 86%, Hard Voting at 84%, and Soft Voting at 81%. These results highlight that Stacking 

effectively combines the strengths of base models to produce accurate and stable predictions. Bagging with Random 

Forest also offers strong and reliable results, particularly in noisy data scenarios. Hard Voting and Soft Voting have 

limitations in handling complex data, especially for minority classes. The performance of these models is influenced 

by their respective hyperparameters. For instance, the number of neighbors in KNN, the tree depth in CART and 

Random Forest, and the regularization parameter in Logistic Regression were set using default values for initial testing. 

Although no advanced hyperparameter tuning was applied in this study, techniques such as Grid Search or Optuna 

could further optimize the models, potentially improving their performance and stability. 
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In conclusion, applying SMOTE successfully addressed the data imbalance issue, followed by testing individual and 

ensemble-based algorithms. Stacking emerged as the best method for sentiment classification due to its ability to 

combine base models effectively, thus improving overall performance. The challenges in classifying the "Neutral" class 

across all models indicate that the nature of "Neutral" reviews, often containing mixed or vague sentiments, poses 

significant challenges for machine learning models. Additionally, the models' underlying assumptions and aggregation 

mechanisms may not fully capture the subtleties of such ambiguous text data. The choice of ensemble technique 

depends on the specific needs and complexity of the data. A comparison with previous studies, as shown in table 3, 

demonstrates that this research outperforms earlier works using ensemble methods, achieving the highest accuracy of 

88% with Stacking (CART, KNN, SVM, RF) and Logistic Regression as the meta-learner. 

Table 3. Comparison with Previous Research 

Researcher Algorithm Ensemble Technique Accuracy 

[22] LR, KNN, SVM, DT, and LR Soft Voting 78% 

[46] RF Bagging 82% 

[47] MNB and SVM Soft Voting 84% 

[48] LR, RF, and SVM with LR meta learner Stacking 86% 

[49] XGBoost and RF with LSTM meta learner Stacking 86% 

This Research CART, KNN, SVM, RF with LR meta learner Stacking 88% 

Table 3 compares several studies that implement machine learning algorithms and ensemble techniques for sentiment 

analysis, along with their achieved accuracy. Researchers [22] used a combination of Logistic Regression, KNN, SVM, 

Decision Tree, and Random Forest with the Soft Voting technique, resulting in an accuracy of 78%. Meanwhile, [46] 

applied Random Forest with the Bagging method, achieving a higher accuracy of 82%. 

In contrast, [47] employed Soft Voting using Multinomial Naive Bayes and SVM, improving the accuracy to 84%. A 

more advanced ensemble technique, Stacking, was utilized by [48], combining Logistic Regression, Random Forest, 

and SVM, with Logistic Regression as the meta-learner, achieving an accuracy of 86%. Similarly, [49] used Stacking 

with XGBoost and RF with LSTM meta learner combined with LSTM as the meta-learner, resulting in a slightly 

improved accuracy of 86%. 

Finally, this research outperformed all previous studies by achieving the highest accuracy of 88% using the Stacking 

method. This approach involved base models CART, KNN, SVM, and Random Forest, with Logistic Regression 

serving as the meta-learner. These results highlight the effectiveness of combining multiple models and advanced 

ensemble techniques to optimize performance in sentiment analysis. 

While the results demonstrate that Stacking achieved the best accuracy among the ensemble methods, it is important 

to acknowledge the limitations encountered during its application. One specific challenge was the increased 

computational complexity and longer training times due to the involvement of multiple base models and a meta-

classifier. Additionally, the performance of Stacking heavily relies on the selection and tuning of base models, as well 

as the meta-classifier, which might not generalize well to all datasets or domains. Another limitation is that while 

Stacking effectively combines predictions, it may struggle with datasets that have high levels of noise or class overlap, 

potentially reducing its interpretability and robustness. A more explicit focus on these aspects in future work would 

provide a balanced view and further improve its practical applicability. 

5. Conclusion 

This study successfully addressed the challenges of text classification on imbalanced data by applying the SMOTE 

method to balance class distribution and evaluating the performance of various individual classification algorithms as 

well as ensemble methods. The results demonstrate that SMOTE effectively balances the number of samples in each 

class, allowing machine learning models to better learn patterns from all classes while reducing bias toward the majority 

class. Based on testing results, the Stacking algorithm delivered the best performance, achieving an accuracy, precision, 
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recall, and F1-score of 88%. This is due to its ability to combine the strengths of multiple base models (CART, KNN, 

SVM, RF) using Logistic Regression as the meta-classifier. Bagging with Random Forest ranked second, 

demonstrating stable performance with an accuracy of 86%. Meanwhile, Hard Voting produced fairly good results with 

an accuracy of 84%, although it is less flexible than stacking in handling data complexity. Soft Voting had the lowest 

performance, with an accuracy of 81%, indicating that this method is less optimal for complex datasets. Additionally, 

individual algorithms like MNB showed relatively good performance compared to KNN but remained below the 

performance of ensemble methods. Overall, this study proves that the application of SMOTE and ensemble techniques, 

particularly Stacking, can significantly enhance accuracy and prediction quality in text classification tasks. 

However, this study has certain limitations. First, the ensemble methods, particularly Stacking, require significant 

computational resources and longer training times, which may hinder their scalability for larger datasets. Second, the 

reliance on traditional machine learning algorithms limits the ability to capture more complex patterns in textual data. 

Lastly, the generalizability of the models was not extensively tested across datasets from different domains, which may 

impact their robustness. Future research should address these limitations by exploring more efficient ensemble 

techniques, such as lightweight stacking frameworks or distributed training approaches, to reduce computational 

overhead. Additionally, integrating advanced deep learning models, such as LSTM or transformer-based architectures 

like BERT, could provide better context understanding and performance. Testing the models on diverse datasets and 

applying domain adaptation techniques would further enhance their applicability and robustness. 
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