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Abstract 

Predicting Sharia stock prices is complex because it has high volatility and non-linear data patterns. To improve the accuracy of the forecast, the 

right technique is needed according to the existing data pattern. One of the techniques currently developing is integrating (hybrid) two forecasting 

models. This study proposes a hybrid autoregressive integrated moving average (ARIMA) and long short-term memory (LSTM) model with the 

locally weighted scatterplot smoothing (lowess) linear regression technique. This model is designed by creating a linear regression between the 

actual value and the predicted results of the ARIMA and LSTM models using the Lowess technique. The dataset used here is the closing stock 

prices of four Indonesian Islamic banking companies. The hybrid ARIMA-LSTM model with lowess linear regression significantly outperforms 

the individual ARIMA and LSTM models because it produces better performance metrics, namely mean square error (MSE), root mean square 

error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE), for training and testing datasets. The proposed hybrid 

model effectively reduces noise, and the model can capture complex patterns in the Sharia stock price dataset, and the prediction results are more 

accurate. The accuracy values for training data and data testing datasets were respectively 97.6% and 98.3% (BANK. JK), 98.3% and 98.2% 

(BRIS. JK), 99.4% and 99.5% (BTPN. JK), and 97.7% and 99.3% (PNBS. JK). 

Keywords: Stock Price, Forecasting, ARIMA, LSTM, Smoothing Regression, Hybrid Model 

1. Introduction  

With the increasing interest of investors in investing according to Sharia principles, the sharia stock market in Indonesia 

has also experienced rapid growth. In general, Islamic stocks show greater performance in crises during the COVID-

19 pandemic [1]. Performance of sharia stock indices in Indonesia (JII-70) is higher than the Malaysia (FBMS) during 

and after the COVID-19 pandemic  [2]. Muslim millennials tend to favor stock investments that adhere to their religious 

values and align with the moral principles and ethical standards upheld by the Muslim community, including in the 

realm of investing. [3]. 

Sharia stock prices often experience extreme volatility and irregular changes, making it difficult for investors to predict 

their movements accurately [4]. To minimize risk and maximize profits in volatile markets, innovations in forecasting 

techniques are increasingly developing along with technological advances. One of the conventional methods often used 

is ARIMA, which works well for linear patterns but has difficulty capturing complex nonlinear dynamics in stock 

prices [5], [6]. Research shows that ARIMA is quite effective for linear data [7], [8], [9], [10], while artificial neural 

network models such as Long Short-Term Memory (LSTM) are more flexible in handling nonlinear patterns. However, 

LSTM is less than optimal in capturing short-term patterns [11], [12], [13], [14]. To overcome the weaknesses of these 

two methods, a hybrid ARIMA-LSTM model was developed, which utilizes the strengths of ARIMA in detecting linear 

patterns and LSTM in handling nonlinear data [15], [16], [17], [18], [19], [20]. By combining ARIMA residuals into 

LSTM, this model can improve prediction accuracy [21]. Several studies have developed other hybrid models, such as 

Wavelet Transform ARIMA-LSTM (WT-ARIMA-LSTM), which uses wavelet transform to analyze data at multiple 

time scales [22]. A three-stage fusion model combining market sentiment and historical data has also shown better 
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results than the benchmark model [23]. In addition, a study of the Dhaka stock market using hybrid ARIMA-LSTM 

successfully handled both linear and nonlinear components in portfolio optimization [24]. Another study combining 

ARIMA and LSTM with a weighted average smoothing method [25] inspired the development of a new model 

integrating Lowess regression [26], which can improve the stability and accuracy of predictions. 

Based on the literature that has been reviewed, the main objective of this study is to develop a more accurate Sharia 

stock price prediction model by combining ARIMA and LSTM using the Lowess approach. This study will evaluate 

the performance of the hybrid model compared to the ARIMA and LSTM models separately and analyze their impact 

on prediction accuracy. The case study will use daily closing stock price data from four Sharia banks in Indonesia, 

namely PT Bank Aladin Syariah Tbk, PT Bank Syariah Indonesia Tbk, PT Bank BTPN Syariah Tbk, and PT Bank 

Panin Dubai Syariah Tbk, for the period from February 1, 2021, to July 31, 2024. It is expected that this study can 

provide a significant contribution to developing a more accurate predictive model for Sharia stock price forecasting, 

with the hybrid ARIMA-LSTM method showing its superiority in predicting data with complex patterns and assessing 

the effectiveness of the Lowess approach in this context. 

2. Methodology 

To obtain an ARIMA-LSTM hybrid model with the Lowess linear regression approach, it can be done through the 

stages as presented in figure 1 below: 

 

Figure 1. Research Methodology of Sharia Stock Price Forecasting 

In figure 1, the proposed hybrid method is a combination of the ARIMA model and LSTM model predictions on a train 

set by smoothing those predictions' values using locally weighted scatterplot smoothing (lowess) regression. Detailed 

explanations of each step are explained in the following sub-chapters.  

2.1. Collecting Data  

The dataset in this study consists of daily stock closing price data from four Sharia banks in Indonesia: PT Bank Aladin 

Syariah Tbk, PT Bank Syariah Indonesia Tbk, PT Bank BTPN Syariah Tbk, and PT Bank Panin Dubai Syariah Tbk. 

The data were obtained from Yahoo Finance for the period from February 1, 2021, to July 31, 2024, with tickers 

BANK.JK, BRIS.JK, BTPN.JK, and PNBS.JK. The total data collected was 844 entries for each bank. 
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2.2. Preprocessing Data 

Preprocessing data steps include cleaning data and normalization data using Minmax Scaling and splitting the data into 

80% training data and 20% testing data. The formula of the Minmax Scaling is used to normalize the data so that each 

value is within a certain range, generally between 0 and 1. The formula is as follows: 

Xscaled =
X−Xmin

Xmax−Xmin
   (1) 

Note: 𝑋 is the original value of the data to be normalized; 𝑋𝑚𝑖𝑛 is the minimum value of the dataset; 𝑋𝑚𝑎𝑥 is the 

maximum value of the dataset. 

2.3. Data Modelling 

2.3.1. Integrated Autoregressive Moving Average (ARIMA) Model 

There are three variations of the Box-Jenkins (ARIMA) model, i.e., mixed ARIMA (combining AR and MA), 

autoregressive (AR), and moving average (MA). It is organized according to the ARIMA (p, d, q) structure, in which 

q is the number of moving averages, d is the number of lag observations, and p is the number of lag observations needed 

to render the time series stationary. Conditional least squares and sample data are used to estimate the autoregressive 

and moving average operators, ∅(B) and θ(B). This study automates the process of selecting the best ARIMA 

parameters and producing precise forecasts using Grid Search and Python's pmdarima package [27]. This formula is 

presented in equation (2), (3), and (4). 

∅(B)∇dyt = θ(B)et    (2) 

∅(B) = 1 − ∅1B − ∅2B2 − ⋯ − ∅pBp   (3) 

θ(B) = 1 − θ1B − θ1B2 − ⋯ − θqBq  (4) 

Note: 𝑦𝑡 is the actual value at period t;  𝑒𝑡 is random error at period t, the noise component of the stochastic model and 

is assumed to be identically distributed with a mean of zero and a constant variance; ∅(𝐵) is the autoregressive operator 

of order p with parameters 𝜙1, 𝜙2, 𝜙3, … , 𝜙𝑝; 𝜃(𝐵) is the moving average operator of order q with parameters 

𝜃1, 𝜃2, 𝜃3, … , 𝜃𝑞 ; 𝜙1, 𝜙2, 𝜙3, … , 𝜙𝑝 and 𝜃1, 𝜃2, 𝜃3, … , 𝜃𝑞 are unknown coefficients that were estimated from sample 

data using the conditional least squares approach; 𝐵 and ∇ = 1 − 𝐵 are backward shift operators that can be defined as 

𝐵𝑚𝑦𝑡 = 𝑦𝑡−𝑚 ; ∆𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−1 with ∇𝑑= ∇∇𝑑−1  

2.3.2. Long Sort-Term Memory (LSTM) Model 

An enhanced variety of recurrent neural networks (RNN) called LSTM is intended to manage long-term dependencies 

and resolve the vanishing gradient issue. Three gates—input, forget, and output gates—control the flow of information 

in it [6]. The equation for these gates is: 

It = σ(Wxi ∙ xt + Whi ∙ Ht−1 + bi)  (5) 

Ft = σ(Wxf ∙ xt + Whf ∙ Ht−1 + bf)  (6) 

Ot = σ(Wxo ∙ xt + Who ∙ Ht−1 + bo)  (7) 

C̃t = tanh (Wxc ∙ xt + Whc ∙ Ht−1 + bc)   (8) 

Ct = Ft ⊙ Ct−1 + It ⊙ C̃t   (9) 

Ht = Ot ⊙ tanh(Ct)  (10) 

Note: 𝐼𝑡 = Input gates; 𝐹𝑡 = Forget gates; 𝑂𝑡 = Output gates; �̃�𝑡 = new candidate vectors; 𝐶𝑡 = current cell state; and  

𝐻𝑡 = current hidden state;  𝑊𝑥𝑖, 𝑊𝑥𝑓 , 𝑊𝑥𝑜, 𝑊ℎ𝑖, 𝑊ℎ𝑓 , 𝑊ℎ𝑜, 𝑊𝑥𝑐and 𝑊ℎ𝑐 = learnable weight parameters; 𝑏𝑖, 𝑏𝑓 , 𝑏𝑜, and 𝑏𝑐 

= learnable bias parameters. 

Here, ⊙ is elementwise multiplication. To generate a single output, the study used a two-layer LSTM and a single 

dense layer. The model's settings, which were determined to be ideal for the datasets, are 100 epochs, 32 batches, the 

'Adam' optimizer, and 'MSE' as the loss function. 
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2.3.3. New Hybrid ARIMA-LSTM Models with Locally Weighted Scatterplot Smoothing 

(Lowess) Regression Approach 

Lowess is a non-parametric regression method used to detect patterns in non-linear data by performing local linear 

regression on small portions of the data rather than applying a single model to the entire dataset. It assigns weights 

based on the distance between data points and the point of interest. The equation is: 

Ŷ =  βTX   (11) 

Extending this concept to using weights is quite simple and the normal equation just needs an extra term: 

β = (XTWX)
−1

XTWY   (12) 

In this experiment, Lowess linear regression was used to smooth and combine predictions from the ARIMA (𝑋) and 

LSTM (𝑋2) models as independent variables. The actual value (Y) was the dependent variable to produce a more 

accurate forecast by combining the predictions from both models. 

Ŷ = β̂0 + β̂1X1 + β̂2X2 (13) 

Note: �̂� is the prediction of the dependent variable 𝑌 ; �̂�0 is intercept; �̂�1 and �̂�2 are the estimation of regression 

coefficients for 𝑋1 (output ARIMA) and 𝑋2 (output LSTM); 𝑋1 and 𝑋2 are independent variables (prediction of ARIMA 

and LSTM) 

In standard linear regression, each data point contributes equally to the coefficient values 𝛽0, 𝛽1 and 𝛽2. In the weighted 

linear regression, each data point 𝑖 has a weight 𝑤𝑖, which determines how much influence the point has on the model. 

The goal is to minimize the Weighted Sum of Squared Errors (WSSE), which is: 

WSSE =  ∑ wi
n
i=1 (Yi − Ŷi)

2  (14) 

Note: 𝑤𝑖 : The weight for the data point 𝑖; 𝑌𝑖 : The actual value for the data point 𝑖; �̂�𝑖 : The predicted value for the data 

point 𝑖 is calculated from the regression model. 

Combine 𝑋1 and 𝑋2 into a matrix 𝑋 with shape (𝑛, 2) where 𝑛 is the number of data points and a column of ones to 

account for 𝛽0 (the intercept): 

𝑋 = (

1 𝑋1,1 𝑋2,1

1 𝑋1,2 𝑋2,2

⋮ ⋮ ⋮
1 𝑋1,𝑛 𝑋2,𝑛

)       (15) 

Note: 𝑋1,1, 𝑋1,2, … , 𝑋1,𝑛 : The predictions from the ARIMA model for data-1 to data-n; 𝑋2,1, 𝑋2,2, … , 𝑋2,𝑛: The 

predictions from the LSTM model for data-1 to data-n; 𝑛: The amount of data predicted during the training period; The 

Lowess linear regression computes the Euclidean distances between the new data points (𝑋1𝑛𝑒𝑤, 𝑋2𝑛𝑒𝑤) and all the 

other points in the dataset as follows: 

𝑑𝑖 = √(𝑋1,𝑖 − 𝑋1𝑛𝑒𝑤)𝟐 + (𝑋2,𝑖 − 𝑋2𝑛𝑒𝑤)𝟐   (16) 

Then, apply a Tricube Kernel function to compute the weights 𝑤𝑗 based on the distance 𝑑𝑗 and the bandwidth ℎ. 

wi = (1 − (
di

h
)3)3  if di < h and wi = 0 if di ≥ h  (17) 

Note: 𝑑𝑖: The Euclidean distance between a new point and all points in a dataset in two-dimensional space; ℎ: The 

bandwidth is taken from the t-th percentile frac of the distance distribution; 𝑤𝑖: The weight for the data point 𝑖; After 

the weights are calculated, construct the diagonal weight matrix 𝑊 of the shape. (𝑛, 𝑛),  𝑊 = (

𝑤1 0 ⋯ 0
0 𝑤2 ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ 𝑤𝑛

)   
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Solve the weighted least squares regression by minimizing the weighted sum of squared errors in equation (14). The 

equation to compute the coefficients 𝛽0,  𝛽1 and 𝛽2 is given by: 

β̂ = (XTWX)
−1

XTWY  (18) 

where �̂� = (

�̂�0

�̂�1

�̂�2

)   is a vector of the parameters estimate (intercept 𝛽0) and regression coefficients (𝛽1 and 𝛽2) estimate 

and 𝒀 = (

𝑌1

𝑌2

⋮
𝑌𝑛

)  is a vector of actual values 𝑌𝑖 ;  𝑋
𝑇 is the transpose of the matrix 𝑋 in equation (15). 

2.4. Metric Evaluation 

The performance of the hybrid model can be evaluated using standard error metrics, such as: 

Mean Squared Error (MSE): MSE =
1

n
∑ (Yi − ŷi)

2n
i=1 )  (19) 

Root Mean Square Error (RMSE): RMSE =  √
1

n
∑ (Yi − ŷi)

2n
i=1  (20) 

Mean Absolute Error (MAE): MAE =
1

n
∑ |Yi − ŷi|

n
i=1  (21) 

Mean Absolute Percentage Error (MAPE): MAPE =
1

n
∑

|Yi−ŷi|

Yi

n
i=1  x 100% (22) 

The smaller the percentage error value in MAPE, the more accurate the forecast results are MAPE values can be 

interpreted into 4 categories, here is the explanation table 1: 

Table 1. MAPE Target (Lewis, 1982) 

MAPE < 10% 10% -19% 20% - 49% ≥ 50% 

Accuracy 
Very 

Accurate 
Good Fair Not Accurate 

These metrics help in comparing the predictive accuracy of the hybrid model against individual ARIMA and LSTM 

models. 

3. Results and Discussion 

The following are the results of modeling simulations for the dataset using the ARIMA, LSTM, and hybrid ARIMA-

LSTM models with the Lowess linear regression approach according to the stages in the methodology. 

3.1. Summary of Models and Parameters 

The summary table for each model includes important details such as input data, best model structure, and parameter 

models, which can be seen in table 2 below: 

Table 2. Summary of Models and Parameters Models 

Dataset Model Best Model Structure Parameter Model 

BANK.JK 

ARIMA ARIMA (2,2,1) 

AR. L1: 0.0848 (p = 0.001) 

AR. L2: -0.0970 (p = 0.000) 

MA. L1: -0.9711 (p = 0.000) 

LSTM 
1 LSTM Layer (50 units), 1 

Dense Layer 

Epochs: 100, Batch Size: 32, Seq_length: 1, optimizer: 

Adam, loss: mse 
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Hybrid ARIMA-

LSTM 

ARIMA (2,2,1) + 1 LSTM Layer 

(50 units) 
ARIMA (2,2,1) + 1 LSTM Layer (50 units), frac: 0.1 

BRIS.JK 

ARIMA ARIMA (0,1,0) None 

LSTM 
1 LSTM Layer (50 units), 1 

Dense Layer 

Epochs: 100, Batch Size: 32, Seq_length: 1, optimizer: 

Adam, loss: mse 

Hybrid ARIMA-

LSTM 

ARIMA (0,1,0) + 1 LSTM Layer 

(50 units) 
ARIMA (0,1,0) + 1 LSTM Layer (50 units), frac: 0.1 

BTPN.JK 

ARIMA ARIMA (1,1,2) 

AR. L1: -0.5394 (p = 0.000) 

MA. L1: 0.2842 (p = 0.044) 

MA. L2: -0.2878 (p = 0.000) 

LSTM 
1 LSTM Layer (50 units), 1 

Dense Layer 

Epochs: 100, Batch Size: 32, Seq_length: 1, optimizer: 

Adam, loss: mse 

Hybrid ARIMA-

LSTM 

ARIMA (1,1,2) + 1 LSTM Layer 

(50 units) 
ARIMA (1,1,2) + 1 LSTM Layer (50 units), frac: 0.1 

PNBS.JK 

ARIMA ARIMA (3,1,3) 

AR. L1: -0.2340 (p= 0.252)  

AR. L2: -0.5582 (p = 0.000) 

AR. L3: -0.7682 (p = 0.000) 

MA. L1:  0.2243 (p = 0.292) 

MA. L2: 0.5746 (p = 0.000) 

MA. L3: 0.7167 (p = 0.001) 

LSTM 
1 LSTM Layer (50 units), 1 

Dense Layer 

Epochs: 100, Batch Size: 32, Seq_length: 1, optimizer: 

Adam, loss: mse 

Hybrid ARIMA-

LSTM 

ARIMA (3,1,3) + 1 LSTM Layer 

(50 units) 
ARIMA (3,1,3) + 1 LSTM Layer (50 units), frac: 0.1 

Table 2 shows the ARIMA model for the bank. JK dataset is ARIMA (2, 1). The BRIS.JK dataset is ARIMA (0,1,0), 

for BTPN. JK dataset is ARIMA (1,1,2) and for PNBS.JK dataset is ARIMA (3,1,3). Meanwhile, the PNBS.JK dataset 

features a more complex model with multiple AR and MA terms, suggesting significant lagged influences. Each model 

demonstrates a relatively low p-value for residual autocorrelation, indicating a good fit. The LSTM model is 

characterized by 50 units in the LSTM layer, and one dense layer with the number of epochs = 100, batch size = 32, 

sequence length = 1, optimizer = Adam, and loss function = mse are also specified. Hybrid ARIMA-LSTM parameters 

show the combined structure and model parameters used for the hybrid models. The frac parameter represents a fraction 

or proportion of the data used in the combination process. For example, for BANK.JK, the hybrid model is a 

combination of ARIMA (2, 2, 1) with one LSTM layer (50 units) and frac set to 0.1. 

3.2. Performance Models 

The prediction results are essential for evaluating a model's performance. By comparing them with actual data, the 

model's accuracy can be assessed using various evaluation metrics. 

3.2.1. Comparison Prediction and Actual Value 

Plotting actual versus predicted values visually compares the model's ability to capture data trends and values. A well-

performing model shows the prediction line closely following the actual line. Smaller residuals, or the differences 

between actual and predicted values, indicate better performance. Figure 2 illustrates the ARIMA, LSTM, and hybrid 

ARIMA-LSTM with the Lowess model's predictions compared to actual values for both training and testing datasets. 



Journal of Applied Data Sciences 

Vol. 6, No. 1, January 2025, pp. 683-694 

ISSN 2723-6471 

689 

 

 

 

 

Figure 2. Graphic of Model Prediction Results vs Actual Value for Training Data and Testing Data 

Figure 2 presents that the ARIMA model performs well during the training period, closely matching actual stock prices. 

However, in the test period, there is a clear divergence between the model's flat, upward predictions and the actual, 

more volatile stock prices. This indicates that the ARIMA model overfits the training data and struggles to generalize 

to new, unseen data, resulting in poor predictions during the test phase. The LSTM model performs well for BANK.JK 

and BRIS.JK in both training and testing phases, though slight deviations occur in predicting price fluctuations during 

testing. BTPN.JK shows good performance in training but faces challenges in testing, while PNBS.JK experiences 

larger deviations, especially towards the end of the test period. The main difference between training and testing results 

is the higher accuracy in training due to familiarity with the data, while testing predictions tend to have larger 

deviations, particularly with volatile price swings. 

BANK.JK Dataset BANK.JK Dataset

BRIS.JK Dataset BRIS.JK Dataset

BTPN.JK Dataset BTPN.JK Dataset

PNBS.JK Dataset PNBS.JK Dataset
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The hybrid ARIMA-LSTM model with lowess linear regression performs well during the training phase for all datasets 

(BANK.JK, BRIS.JK, BTPN.JK, and PNBS.JK), accurately capturing patterns and trends. However, during the testing 

phase, the model shows mixed results. It follows the general trends but struggles with high volatility, particularly for 

Bank.JK and BTPN.JK, leading to larger discrepancies. BRIS.JK and PNBS.JK datasets show better accuracy, although 

some deviations occur during volatile periods. Overall, the model effectively captures stock price trends but requires 

fine-tuning to handle volatility in unseen data. The comparison of ARIMA, LSTM, and hybrid ARIMA-LSTM models 

with Lowess linear regression shows that all models closely match actual values during the training period. However, 

in the testing period, the ARIMA model struggles with non-linear patterns, showing significant discrepancies. The 

LSTM model performs better, capturing non-linear data more effectively. The hybrid ARIMA-LSTM model with 

lowess linear regression provides the best and most stable predictions, closely resembling actual values in both training 

and testing periods, outperforming both individual models. 

3.2.2. Comparison Model with Evaluation Metrics 

To evaluate and compare model performance, we used the evaluation metrics MSE, RMSE, MAE, and MAPE. The 

following table 3 summarizes the metrics evaluation values of each model for each dataset and provides a comparison 

of evaluation metrics (e.g., MSE, RMSE, MAE, MAPE) for ARIMA, LSTM, and Hybrid ARIMA-LSTM models 

across four stock datasets (BANK.JK, BRIS.JK, BTPN.JK, and PNBS.JK). It highlights the performance of each model 

on both training and test data, allowing for an assessment of prediction accuracy and effectiveness for each stock data 

set. For the BANK.JK dataset, the ARIMA model shows high errors, especially in the test data, indicating poor 

performance in predicting unseen data. The LSTM model improves on ARIMA, with lower errors in the test set. 

However, the hybrid ARIMA-LSTM model performs best, reducing errors significantly in both training and test data, 

demonstrating that the combination of both models captures data patterns more effectively. For the BRIS.JK dataset, 

the ARIMA model performs poorly on the test data with high errors, while the LSTM model improves over ARIMA 

but still has relatively high errors. The hybrid model shows significant improvement, lowering errors on the test set. 

For the BTPN.JK dataset, ARIMA performs well in training but struggles in testing, leading to higher errors. 

Table 3. Models Evaluation Metrics 

Dataset Model 
Evaluation Metrics Train Data Evaluation Metrics Test Data 

MSE RMSE MAE MAPE MSE RMSE MAE MAPE 

BANK.JK 

ARIMA 9979.84034 99.899151 67.067642 0.0376337 28628.783 169.20042 149.23 0.1510357 

LSTM 4865.90184 69.756016 48.425642 0.02849 2449.2015 49.489408 42.721388 0.041939 

Hybrid 

ARIMA-LSTM 
3956.93127 62.904144 42.952694 0.0239167 849.63896 29.148567 17.963431 0.0165498 

BRIS.JK 

ARIMA 7891.29574 88.832965 48.468796 0.0266517 651001.34 806.84654 718.06548 0.2996836 

LSTM 2420.96052 49.203257 32.146191 0.0178547 4317.6002 65.708449 46.50483 0.0201369 

Hybrid 

ARIMA-LSTM 
2067.49511 45.469716 30.14391 0.0167153 3495.2904 59.120981 41.620812 0.0181552 

BTPN.JK 

ARIMA 1570.10331 39.624529 23.654598 0.0088684 24644.22 156.98478 111.76651 0.0471029 

LSTM 876.145746 29.599759 20.715084 0.0077564 790.60114 28.11763 21.590034 0.008839 

Hybrid 

ARIMA-LSTM 
631.331458 25.12631 17.075474 0.0064231 319.29293 17.86877 12.217379 0.0049396 

PNBS.JK 

ARIMA 25.1625212 5.0162258 2.9068259 0.0324418 20.654355 4.5447063 4.0154733 0.0790223 

LSTM 12.4706597 3.5313821 2.2758014 0.0260684 0.6638049 0.8147422 0.6843723 0.0130736 

Hybrid 

ARIMA-LSTM 
10.8980394 3.3012179 2.0114493 0.0226353 0.3574968 0.5979104 0.3983082 0.0074789 

The LSTM model outperforms ARIMA with lower errors in both phases, while the hybrid model achieves the best 

performance, particularly in reducing test data errors. In the PNBS.JK dataset, ARIMA performs decently but has 

higher test errors, LSTM improves significantly, and the hybrid model excels with minimal errors across both training 

and testing. (See figure 3 and figure 4). 
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Figure 3. The value of MSE (a) and RSME(b) for each model of each dataset 

Figure 3(a) shows that the MSE values for the hybrid ARIMA-LSTM model are the lowest compared to the ARIMA 

and LSTM models in both training and testing datasets, indicating its greater consistency and accuracy. The highest 

MSE occurs in the Bank.JK dataset for the ARIMA model during training and in the BRIS.JK dataset during testing, 

while the lowest MSE is in the PNBS.JK dataset, indicating a better representation of actual values. Similarly, figure  

3(b) illustrates that the RMSE values for the hybrid ARIMA-LSTM model are also the smallest, reinforcing its superior 

performance. The highest RMSE values are found in the same datasets (BANK.JK during training and BRIS.JK during 

testing), with the lowest RMSE in the PNBS.JK dataset, further suggesting better model accuracy for this dataset. 

 

Figure 4. The value of MAE (a) and MAPE (b) for each model of each dataset 

Figure 4(a) shows that the MAE values for the hybrid ARIMA-LSTM model are the lowest compared to the individual 

MAE values of the ARIMA and LSTM models in both training and testing datasets, indicating superior consistency 

and accuracy. The highest MAE occurs in the bank. JK dataset with the ARIMA model during training and in the 

BRIS.JK dataset during testing. In contrast, the lowest MAE is found in the PNBS.JK dataset for both training and 

testing periods, suggesting a better representation of actual values. Figure 4(b) highlights that the MAPE values for the 

hybrid ARIMA-LSTM model are also the lowest compared to the LSTM model in the BANK. JK dataset during 

training and the ARIMA model during testing. The smallest MAPE value is observed in the PNBS.JK dataset for both 

training and testing periods, reinforcing that this model better captures actual values compared to the others. 

 
Figure 4. The value of MAE (a.) and MAPE (b.) for each model of each dataset 
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4. Conclusion 

Predicting Sharia stock prices presents a significant challenge due to the inherent volatility and non-linear patterns in 

the data. In this study, we demonstrated that the hybrid ARIMA-LSTM model, combined with lowess linear regression, 

consistently outperforms both the ARIMA and LSTM models in forecasting the closing prices of stocks for four 

Indonesian Islamic banking companies. By leveraging the strengths of both ARIMA and LSTM, the hybrid model 

effectively captures complex time-series patterns and improves prediction accuracy. The evaluation metrics—MSE, 

RMSE, MAE, and MAPE—confirm the superior performance of the hybrid ARIMA-LSTM model across all datasets. 

Specifically, the model exhibits the lowest error values for both training and testing datasets, which underscores its 

ability to generate reliable predictions even when faced with previously unseen data. The comparison between the 

ARIMA and LSTM models further highlights the advantages of combining traditional statistical approaches with deep 

learning methods, as ARIMA alone struggles to predict accurately, particularly in the test data, while LSTM performs 

better but still falls short of the hybrid model’s performance. 

This hybrid approach demonstrates a robust capacity to generalize and adapt to various data complexities, as evidenced 

by its performance on the four datasets: BANK.JK, BRIS.JK, BTPN.JK, and PNBS.JK. The significant reduction in 

error rates across all performance metrics validates that integrating ARIMA’s time-series forecasting capabilities with 

LSTM’s ability to model long-term dependencies yields more accurate and stable predictions. This is particularly 

crucial in volatile markets such as those associated with Sharia stock prices, where precision is critical for both investors 

and financial analysts. Furthermore, the analysis of individual evaluation metrics, such as MSE, RMSE, MAE, and 

MAPE, solidifies the hybrid model’s consistency. The model consistently achieves the lowest error values compared 

to both standalone models across the training and testing phases. This further emphasizes the practicality of this hybrid 

approach for stock price prediction tasks in real-world financial scenarios, where forecasting accuracy can directly 

influence investment strategies. 

In conclusion, the hybrid ARIMA-LSTM model is an effective solution for predicting Sharia stock prices, 

demonstrating its ability to reduce prediction errors significantly while providing more reliable results compared to 

traditional and deep learning models. Its application can be extended to various financial forecasting problems, 

potentially enhancing decision-making processes in the financial markets. Future research could explore further 

enhancements to the hybrid model, such as incorporating additional financial indicators or experimenting with other 

machine learning techniques, to improve the robustness and accuracy of predictions in different market conditions. 
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