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Abstract 

This study addresses emotion detection challenges in tweets, focusing on contextual understanding and class imbalance. A novel hybrid deep 

learning architecture combining GRU-BiLSTM with SMOTE is proposed to enhance classification performance on an Israel-Palestine conflict 

dataset. The dataset contains 40,000 tweets labeled with six emotions: anger, disgust, fear, joy, sadness, and surprise. SMOTE effectively balances 

the dataset, improving model fairness in detecting minority classes. Experimental results show that the GRU-BiLSTM hybrid with an 80:20 data 

split achieves the highest accuracy of 89%, surpassing BiLSTM alone, which obtained 88%, and other state-of-the-art models. Notably, the 

proposed model delivers significant improvement in detecting the emotion of joy (recall: 0.87, F1-score: 0.86). In contrast, the surprise category 

remains challenging (recall: 0.24). Compared to existing research, this study highlights the effectiveness of combining SMOTE and hybrid GRU-

BiLSTM, outperforming models such as CNN, GRU, and LSTM on similar datasets. The incorporation of GloVe embeddings enhances 

contextual word representations, enabling nuanced emotion detection even in sarcastic or ambiguous texts. The novelty lies in addressing class 

imbalance systematically with SMOTE and leveraging GRU-BiLSTM's complementary strengths, yielding superior performance metrics. This 

approach contributes to advancing emotion detection tasks, especially in conflict-related social media data, by offering a robust, context-sensitive, 

and balanced classification method. 

Keywords: BiLSTM-GRU, Emotion, GloVe, SMOTE, Twitter 

1. Introduction 

Israeli-Palestinian conflict has a complex background involving history, politics, religion, and society [1]. Starting 

from the Zionist movement by Theodor Herzl at the end of the 19th century, which aimed to establish a Jewish state in 

Palestine, causing tensions with the local Arab population [2]. After World War I, the region came under British 

mandate, and tensions increased with large Jewish immigration. In 1947, the UN proposed dividing Palestine into two 

states, but this plan was rejected by Arab countries, triggering war in 1948 after Israel declared independence [3]. This 

conflict continues to this day, fueled by issues such as the status of Jerusalem, borders, the rights of Palestinian refugees, 

and Israeli settlements in the occupied territories [4]. 

The public response on social media to the Israeli-Palestinian conflict has been varied and intense, reflecting a wide 

range of views and emotions from users around the world. Many social media users show solidarity with one side 

through hashtag campaigns, profile pictures, and sharing information or misinformation about the conflict. Hashtags 

such as #FreePalestine and #StandWithIsrael frequently trend, reflecting support or protest from various global 

communities. Vigorous discussions and debates often occur on platforms such as Twitter, Facebook, and Instagram, 
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with many users sharing their political, historical, and humanitarian views. In addition, many public figures, celebrities, 

and humanitarian organizations participated in these discussions to voice their opinions and raise awareness about the 

situation. Videos, images, and stories from conflict victims often go viral, stirring netizens' emotions and actions of 

solidarity. However, social media is also a place where misinformation and propaganda can spread, fueling further 

tensions and exacerbating conflicts. Therefore, public responses on social media are very significant in shaping global 

opinions and perceptions about the Israeli-Palestinian conflict. 

The public's emotional response on social media to the Israeli-Palestinian conflict includes various emotions such as 

joy, sadness, anger, fear, disgust, and surprise. The emotion of joy arises when there is good news, such as a ceasefire 

or peace agreement, which gives hope to many people. In contrast, sadness is a very common response to news about 

casualties, injuries, and destruction, especially images and videos that show human suffering. Anger is often seen in 

reactions to violence and injustice felt by both parties. Fear arises from the uncertainty and constant threat felt by those 

involved in or affected by conflict. Disgust is a response to actions that are considered inhumane or brutal. Lastly, 

suppression reflects an individual's attempt to suppress or avoid excessive emotional involvement, perhaps due to 

exhaustion or hopelessness in a seemingly never-ending situation. 

On social media, emotions like joy can arise from various contexts, including positive events such as ceasefires. 

However, the complexity of tweets that may contain sarcasm or irony can pose challenges for emotion classification 

models, especially in detecting genuine joy. For example, if a user implies distrust or skepticism, it may be closer to 

disgust. Meanwhile, if the statement contains frustration about a situation, such as dissatisfaction with the outcome of 

a ceasefire, it would be more accurately classified as anger. This approach helps reduce ambiguity in emotion 

classification by providing a deeper context for tweets containing sarcasm or irony, ensuring that emotion classification 

is not solely based on positive or negative words but also on a broader understanding of the emotional context. 

Previous research has discussed emotion classification using deep learning algorithms. Research conducted by [5] 

carried out sentiment analysis using Attention based BiLSTM and obtained an accuracy of 79.68%. Other researchers 

used ERNIE-BiLSTM to analyze comments, obtaining an accuracy of 88.9% [6]. Furthermore, [7] carried out 

sentiment analysis using BiLSTM to get an accuracy of 85%. Many current studies also hybridize BiLSTM with other 

deep learning algorithms. Hybrid Global Vectors for Word Representation (Glove)-Convolutional Neural Network 

(CNN)-BiLSTM was used for sentiment analysis to get an accuracy of 95.60% [8]. Then hybrid BERT-BiLSTM was 

used for sentiment analysis, and an accuracy of 93.79% was obtained [9]. 

However, accuracy often decreases when deep learning analyzes datasets with labels out of 5. For example, BiLSTM 

with multi-head Attention is used to provide emotional sentiment in comments, getting the highest accuracy of only 

76.77% [10]. Then, another person carried out emotional sentiment using CNN-BiLSTM and got an accuracy of 85%. 

The next research only used a single algorithm, namely BiLSTM, for emotional sentiment and obtained an accuracy of 

74.55% [11]. Several studies have been carried out, and research will increase accuracy in analyzing emotional 

sentiment on social media. 

This research also uses deep learning to detect emotions on Twitter concerning Palestine-Israel. Deep learning is used 

for text-based emotion analysis because of its high ability to understand the context and nuances of natural language, 

handle unstructured data, and automate complex feature extraction [12]. Models such as Recurrent Neural Networks 

(RNN) and Long Short-Term Memory (LSTM) can capture sequences and dependencies in text, making them more 

effective in identifying emotions contained in sentences or paragraphs than traditional methods [13]. BiLSTM is used 

to identify emotions in text because of its ability to capture context from two directions (forward and backward), 

allowing a deeper and more accurate understanding of the text's meaning and emotional nuances [14]. BiLSTM is more 

effective in identifying emotions than one-way models. Then, this research also carried out a GRU-BiLSTM hybrid. 

This hybrid was used to identify emotions because it combines the strengths of both models, BiLSTM, which captures 

context from two directions, and GRU, which is simpler and more efficient in computing [15]. This combination 

increases accuracy and efficiency in understanding and identifying emotions in text. 

Using BiLSTM and hybrid GRU-BiLSTM to identify emotions in the text offers significant advantages in context 

understanding and computational efficiency. BiLSTM captures context from both directions, improving accuracy in 

recognizing emotions. The GRU-BiLSTM combination combines the strengths of both models for more optimal 
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results. In addition, applying Synthetic Minority Oversampling Technique (SMOTE) helps overcome the class 

imbalance problem in the data, ensuring that the model can learn from all classes effectively and provide more accurate 

and fairer predictions [16]. 

2. Literature Review 

The use of deep learning algorithms for text classification, particularly in sentiment analysis and opinion mining, has 

garnered significant attention in recent years. Various models such as BiLSTM, GRU, LSTM, and CNN have been 

widely adopted, each demonstrating strengths in different contexts. Below is a review of previous studies that utilized 

these algorithms, along with recent advances in combining these models for emotion detection using SMOTE and 

GloVe. Research conducted by [17] focused on analyzing opinions related to Permendikbud using the BiLSTM 

algorithm. This study achieved an accuracy of 87% by employing ADAM and RMSprop optimizers, with 25 epochs. 

BiLSTM, known for its ability to process data bidirectionally (forward and backward), is well-suited for capturing 

contextual relationships in text, particularly in sentiment analysis. However, while this study demonstrated high 

accuracy, it did not address challenges such as class imbalance or the use of advanced regularization techniques like 

dropout to avoid overfitting. Further exploration of these aspects could improve model generalization. 

In another related study, [18] utilized the Gated Recurrent Unit (GRU) model to perform text classification, achieving 

an accuracy of 77%. This study used GloVe for word embeddings to enhance word representation. GloVe is a matrix-

based learning method that captures global statistical relationships between words, providing richer word 

representations. GRU is often chosen for its efficiency over LSTM, as it uses fewer gates while still retaining the ability 

to capture temporal dependencies in text data. However, the lower accuracy compared to BiLSTM suggests that GRU 

may not always be the optimal choice for all text classification tasks, particularly in datasets with complex contextual 

dependencies. Research by [19] applied the LSTM algorithm to analyze sentiment in user reviews of Google Play Store 

applications. The LSTM model achieved an accuracy of 85%, which reflects its ability to capture sequential patterns 

in data. LSTM’s effectiveness in long-range dependency problems is well-established, making it a suitable choice for 

sentiment analysis. However, like other RNN-based models, LSTM tends to have longer training times and could 

benefit from optimizations such as early stopping or hyperparameter tuning, such as adjusting the learning rate. 

Additionally, CNNs have been explored for text classification tasks. In the medical domain, [20] applied CNN to 

classify medical data and achieved an accuracy of 87%. CNNs, traditionally used in image processing, have been 

adapted for text classification due to their ability to capture local features through convolutional filters. The results of 

this study show that CNNs can be effectively applied in the medical field, particularly for feature extraction in 

structured datasets. However, CNNs may be less effective when handling long-range dependencies in text data 

compared to recurrent models like LSTM or BiLSTM. 

In this literature review, various previous studies have examined the effectiveness of models such as BiLSTM, GRU, 

CNN, and LSTM in natural language processing tasks. However, these studies have not yet been critically compared 

in terms of methodologies and results. For instance, the BiLSTM model often shows higher accuracy due to its 

bidirectional data processing capability compared to GRU, which, while efficient, may be less effective in capturing 

long-term dependencies. This study aims to highlight these differences to identify gaps that previous research has not 

addressed, including the potential influence of temporal context on the classification accuracy in ongoing events or 

conflicts. 

Furthermore, previous research often overlooks the class imbalance commonly present in social media datasets. Only 

a few recent studies attempt to address this issue using techniques such as SMOTE, which provides better representation 

for minority classes and improves model performance on metrics like accuracy, precision, and F1 score [21]. Emphasis 

on this aspect in our research is expected to fill an existing gap in the literature related to the dynamic nature of social 

media content. Some studies have also combined models like GRU and BiLSTM to form hybrid models, generally 

showing improved performance over single models. For instance, combining the efficiency of GRU with the contextual 

sensitivity of BiLSTM leads to better performance in sentiment analysis on complex datasets such as Twitter. 

Additionally, embedding techniques like GloVe and BERT are compared in this literature. GloVe, which uses a global 
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statistical approach, differs from BERT's transformer architecture and may provide deeper contextual embeddings, 

although it requires greater computational resources. 

This research develops a hybrid model that combines GRU-BiLSTM with class balancing techniques like SMOTE to 

enhance performance in classifying social media text data, specifically on Twitter datasets. Unlike previous studies, 

which generally use single models or simple hybrids without considering class imbalance, this research focuses on 

improving model accuracy and contextual sensitivity while addressing class imbalance challenges comprehensively. 

This approach is expected to achieve superior performance in accuracy, precision, and F1 metrics, reflecting the model's 

ability to classify minority classes more effectively. The embedding technique used in this study is GloVe, chosen for 

its ability to capture global contextual representations of words [22]. Unlike other approaches, such as Word2Vec, 

which uses a skip-gram model to capture semantic relationships [23], FastText, which considers sub-words for 

flexibility [24], or BERT, which relies on a bidirectional transformer architecture for deeper context [25], this study 

emphasizes the use of GloVe, which is more suitable for short and informative text data like tweets [26]. 

3. Methodology  

The following is figure 1 which is the flow of the research methodology used to make it easier to carry out trials. 

 

Figure 1. Methodology Flow 

3.1.Dataset 

The dataset used in this research consists of 40,000 tweets collected from various languages worldwide, with the dataset 

divided into eight files, each containing 5000 tweets. This data was obtained from the Drone Empirit Academic (DEA) 

platform using the keyword "Israel-Palestine" and includes tweets collected up to October 26, 2023. At the start of the 

collection, the dataset had columns such as No, Type, Mentions, Date, Link, Media, Sentiment, Author, Followers, 

Comments, Likes, Shares, Retweeted, Replied, and Favorited. However, this research only uses the Mentions column 

and deletes several data records because they have similarities. Tweets that are deleted are mostly retweets because 

retweets re-spread other people's tweets [27]. 

To handle the multilingual nature of the dataset, only tweets in English and Indonesian were retained for analysis, while 

tweets in other languages were excluded to reduce potential biases and ensure consistency. Tweets containing mixed 

languages (Indonesian and English) were also included, with labeling based on the main context of the tweet. This 

approach minimizes potential misinterpretations due to linguistic and cultural differences in multilingual texts, 

allowing for a more focused and accurate analysis, although it limits the generalizability of the results to tweets in these 

two languages. 
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3.2. Labelling and Class Balancing with SMOTE 

The dataset labeling process uses the NRC Lexicon Emotion library. The NRC Emotion Lexicon is a list of English 

words and their associations with eight basic emotions (anger, fear, anticipation, trust, surprise, sadness, joy, and 

disgust) and two sentiments (negative and positive) [28]. The dataset is labeled with six basic emotions: Anger, Disgust, 

Fear, Joy, Sadness, and Surprise. Figure 2 is the distribution of comments based on emotion. Figure 2 shows that the 

data needs to be more balanced; unbalanced data often makes incorrect class predictions on new data. For this reason, 

it is necessary to balance the data with oversampling techniques using SMOTE. Figure 3 is the result of data balancing 

using SMOTE. 

  

Figure 2. Comment Distribution Based on Emotion Figure 3. SMOTE-balanced dataset 

In this study, the initial dataset exhibited significant class imbalance, with minority classes having substantially fewer 

data points compared to the majority class. This imbalance affected the initial model's performance, which tended to 

be more accurate in classifying the majority class while struggling to recognize minority classes, resulting in low 

precision and F1 scores for those classes. To address this issue, the SMOTE was applied. 

Specifically, SMOTE was implemented with a sampling strategy set to match the minority class samples to 50% of the 

majority class samples. The k-nearest neighbors’ parameter (k) was set to 5, which is a common choice to ensure robust 

synthetic sample generation without excessive overlap. This configuration was selected after initial experimentation to 

optimize balance and improve minority class representation. By using SMOTE, the data in the minority classes were 

synthetically increased to achieve a relative balance with the majority class. This step is expected to enhance the overall 

accuracy of the model as well as improve performance on the minority classes, which initially showed suboptimal 

results. 

3.3. Preprocessing 

Next, the text data goes through a preprocessing stage that consists of several steps. Case Folding converts all letters 

to lowercase for consistency [29]. Tokenization breaks down text into tokens or individual words [30]. Stop word 

removal removes common words that do not carry much information [31]. Moreover, Stemming converts words to 

their base forms [32]. This stage is important for cleaning and preparing text data before entering it into the model. 

3.4. Glove (Global Vectors for Word Representation) 

This research uses the Glove embedding technique to convert tweet text into a vector representation that a machine 

learning model can process. The Glove was chosen because it can produce vector representations that capture the 

semantic meaning of words well by utilizing global statistical information from the entire text corpus [33]. Words with 

similar contexts will have vectors close to each other in the vector space, which is very important in sentiment analysis 

tasks. Additionally, Glove considers the co-occurrence statistics of words, allowing the model to understand the 

relationships between words better, which is crucial for determining sentiment in text [34]. Glove is also flexible and 

can be applied to text in various languages. It is suitable for tweet datasets collected from various languages worldwide, 

thus enabling consistent and meaningful representation of words in sentiment analysis [8]. 
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3.5. BiLSTM (Bidirectional Long Short-Term Memory) 

BiLSTM is a deep learning architecture that processes data in two directions: forward (past to future) and backward 

(future to past). This bidirectional approach allows BiLSTM to capture context from both preceding and succeeding 

words in a sequence, enabling a deeper understanding of textual relationships. As depicted in figure 1, BiLSTM serves 

as one of the core components of the proposed methodology, enhancing the model’s ability to detect emotions in text 

data. In this study, the BiLSTM layer processes text sequences after initial preprocessing and GloVe embedding. GloVe 

converts words into dense vector representations, which are fed into the BiLSTM layer to capture temporal and 

contextual dependencies. Following the BiLSTM layer, a Max Pooling operation reduces the dimensionality of the 

output, highlighting the most significant features for further analysis. Finally, a fully connected Dense layer generates 

initial predictions based on the extracted features. By utilizing BiLSTM, the model gains the ability to understand 

complex textual contexts, such as sarcasm or irony, which are often challenging in emotion detection tasks. This 

architecture’s strength lies in its ability to process information from both directions, making it an integral part of the 

hybrid GRU-BiLSTM approach employed in this research. 

3.6. GRU-BiLSTM 

The second architecture combines GRU and BiLSTM to improve efficiency and context understanding. The GRU 

Layer processes text sequences with higher efficiency, and then Dropout is applied to prevent overfitting by randomly 

ignoring some neurons during training [35]. The BiLSTM Layer processes the text sequence from two directions after 

GRU, and the Max Pooling Layer reduces the output dimensions to capture important features [36]. A fully connected 

Dense Layer produces the final prediction.  

3.7. Output 

Softmax is used in the output layer to generate class probabilities for each sentiment, and the model is evaluated using 

confusion metrics consisting of accuracy, precision, recall, and F1-score to assess the sentiment prediction 

performance. These metrics are chosen because they provide a comprehensive picture of the model’s effectiveness in 

identifying each emotion category, including minority classes that may be more difficult to recognize. Precision and 

recall are important in this context because they measure the model’s ability to avoid misclassification and detect the 

true emotions present in the data, while F1-score provides a balance between the two metrics. These steps demonstrate 

how the hybrid GRU-BiLSTM process, with the help of the SMOTE technique, can be used to identify sentiments in 

text more accurately and efficiently [32]. 

4. Results and Discussion 

To get better results, the dataset needs to be preprocessed before the process is carried out. After that, word weighting 

was carried out using Glove. Then, it was processed using deep learning. 

4.1. Result 

Figure 4 displays evaluation metrics such as precision, recall, and F1-score for each emotion category: anger, disgust, 

fear, joy, sadness, and surprise. The highest recall score is achieved for the emotion category "joy" with a score of 0.87, 

indicating that the model performs best in detecting the emotion of joy compared to other emotions. In contrast, the 

lowest recall score is found in the "surprise" category, with a score of 0.24, indicating that the model struggles to 

recognize the emotion of surprise. On the other hand, the highest F1-score is also achieved for "joy" with a score of 

0.86, showing the best balance between precision and recall for this emotion. 

 

Figure 4. Classification Report 
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The average evaluation metrics are also presented at the bottom of the table, with "macro avg" as the average that 

calculates performance for each class independently, and "weighted avg," which takes into account the data proportion 

in each class. The overall accuracy of the model is 0.75, indicating fairly good performance, although there are 

weaknesses in recognizing certain emotions, especially "surprise," which has a low recall score. Figure 5 shows the 

confusion matrix result from this test. 

 

Figure 5. Confusion Matrix 

Figure 5 shows the confusion matrix from the results of emotion classification using the GRU-BiLSTM hybrid model. 

This matrix helps evaluate the model's performance by displaying the number of correct and incorrect predictions for 

each emotion category. For the "anger" category, the model managed to identify 141 cases correctly but also incorrectly 

classified several cases as "joy" (39) and "sadness" (28). In the "disgust" category, there were 11 correct predictions, 

but many errors occurred with the model classifying 11 cases as "fear." For the emotion "fear," the model produced 

104 correct predictions, but 27 cases were incorrectly classified as "joy" and 38 as "sadness." 

The "joy" category performed best with 1024 correct predictions, although there were some errors where 93 cases were 

incorrectly classified as "fear" and 83 as "sadness." In the "sadness" category, the model produced 213 correct 

predictions, but there was a significant error with 97 cases classified as "joy." Finally, for the "surprise" category, 

correct predictions were only 4, with many errors where cases were classified to various other emotions. Overall, this 

matrix indicates that the GRU-BiLSTM model performs very well classifying "joy" and "sadness." However, there are 

challenges in classifying the emotions "disgust" and "surprise" with lower accuracy. 

Table 1 present the research results comparing the performance of various models and data split scenarios. Each model 

was tested with three data split scenarios: 90:10, 80:20, and 70:30, displayed sequentially. The evaluation results 

include accuracy, precision, recall, and F1-score metrics, compared across models within each data split scenario. This 

approach ensures that readers can easily follow the performance of each model according to the data conditions used. 

The models tested are BiLSTM and GRU-BiLSTM, both with and without SMOTE. All models were tested using 30 

epochs. 

Table 1. Testing Deep Learning Models without SMOTE 

No Model Splitting Data 
without SMOTE with SMOTE 

Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score 

1 

BiLSTM 

70:30 74% 74% 76% 74% 80% 80% 82% 80% 

2 80:20 76% 76% 76% 76% 86% 86% 86% 86% 

3 90:10 78% 77% 78% 77% 88% 87% 88% 87% 

4 

GRU-BiLSTM 

70:30 73% 74% 73% 73% 83% 84% 83% 83% 

5 80:20 75% 75% 75% 75% 89% 89% 89% 89% 

6 90:10 76% 75% 76% 75% 86% 85% 86% 85% 
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The evaluation results in table 1 show significant values for accuracy, precision, recall, and F1-score, particularly for 

the GRU-BiLSTM model with an 80:20 data split. When SMOTE is applied to achieve balanced classes, the model 

demonstrates more consistent performance across all metrics. High precision indicates that the model can avoid 

misclassifying certain emotions, which is crucial for maintaining accurate emotion interpretation in text. High recall 

shows that the model effectively detects various emotions, as the balanced classes reduce the risk of ignoring minority 

classes. 

In comparison, in the test without SMOTE (class imbalance), the model tends to perform better on majority classes but 

is less optimal for minority classes. This is reflected in lower precision and recall for minority classes, indicating that 

the model struggles to detect emotions with lower frequencies in the imbalanced dataset. F1-score is also lower without 

SMOTE, showing that the model’s performance is unbalanced and skewed towards majority classes. The use of 

SMOTE in this study ensures that the model is not only accurate for majority classes but also capable of effectively 

recognizing minority classes, resulting in a more comprehensive and fair performance overall. 

4.2. Discussion 

This research uses the SMOTE technique to overcome the problem of class integration in the tweet dataset used for 

sentiment analysis. Table 1 shows the results of testing deep learning models without using SMOTE, where the 

BiLSTM and hybrid GRU-BiLSTM models show lower accuracy and other performance metrics. In contrast, table 2 

shows the same test results after applying SMOTE, which shows significant improvements in accuracy, precision, 

recall, and F1-score. Using SMOTE improves overall model performance because this technique balances the class 

distribution in the dataset by creating synthetic samples for minority classes. With more balanced data, the model can 

learn from more representative patterns from the entire data set, reducing bias towards the majority class. Increases the 

model's ability to identify and classify samples from minority classes more accurately. This performance improvement 

is consistent across different data splits (70:30, 80:20, and 90:10), demonstrating the effectiveness of SMOTE in 

various data split scenarios. 

In addition, the number and type of layers used in the model also significantly influence performance. Deeper models 

with more layers, such as a combination of BiLSTM and GRU, can capture more complex features and the temporal 

context of the text. BiLSTM allows the model to capture context from two directions (forward and backward), 

improving understanding of the text. Meanwhile, GRU offers computational efficiency with a simpler structure than 

LSTM but can still handle long-term dependencies. Dropout layers are used as a regularization technique to prevent 

overfitting by randomly ignoring some neurons during training, which helps improve the model's generalization ability. 

Then, this research uses Glove as an embedding technique to convert tweet text into a meaningful vector representation. 

Glove produces vector representations that capture the semantic meaning of words well because it utilizes global 

statistical information from the entire text corpus. Allows the model to understand better the relationship between 

words and their context, which is very important in sentiment analysis tasks. By using Glove, the model has a richer 

and more meaningful representation of words for further processing. This research shows that the model can perform 

better sentiment analysis tasks by combining SMOTE, a GRU-BiLSTM hybrid architecture, and Glove embedding 

techniques. This results in more accurate and reliable predictions, and the accuracy is also better compared to previous 

research. Table 2 compares this research with previous research that used emotion classes.  

Table 2. Comparison with Previous Research 

Researcher Model Dataset Accuracy 

Mansy et al. [37] BiLSTM SemEval2018 task 1- Ec-Ar 54.00% 

Setiawan & Andry [38] Support Vector Regression WASSA 2017 & SemEval2018 75.50% 

Fahreza & Setiawan [39] GRU ISEAR 60.26% 

Riza & Charibaldi [40] LSTM Twitter 73.14% 

Ying et al. [41] CNN Twitter 77.59% 

Bharti et al. [28] CNN+BiGRU+SVM ISEAR, WASSA, and Emotion-stimulus 80.11% 

This Research SMOTE+GRU-BiLSTM Twitter 89.00% 
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Table 2 shows the test results of various deep learning models using SMOTE on various datasets for sentiment analysis. 

Research by Mansy et al. used the BiLSTM model on the SemEval2018 task 1 - Ec-Ar dataset and obtained an accuracy 

of 54%, indicating room for improvement in dealing with data complexity and class imbalance. Setiawan and Andry 

used Support Vector Regression on the WASSA 2017 and SemEval2018 datasets and achieved 75.5% accuracy, which 

is quite effective but can still be improved with other deep learning models. John et al. used GRU on the ISEAR dataset 

with an accuracy of 60.26%, indicating that the GRU model can be used for this task, but there is still room for 

performance improvement. 

Research by Riza and Charibaldi used LSTM on the Twitter dataset and achieved 73.14% accuracy, showing better 

performance than several other models in this table. Ying et al. used CNN on the Twitter dataset. They achieved an 

accuracy of 77.59%, which shows that CNN can capture spatial features in text data, improving accuracy in sentiment 

analysis. Bharti et al., using a combination of CNN, BiGRU, and SVM on ISEAR, WASSA, and Emotion-stimulus 

datasets, achieved 80.11% accuracy. This model combination shows significant performance improvements by 

combining the strengths of multiple models. 

This research uses a combination of SMOTE and the GRU-BiLSTM hybrid model for sentiment analysis on the Twitter 

dataset, achieving the highest accuracy of 89%. The use of SMOTE helps addresses the class imbalance in the dataset. 

At the same time, the combination of GRU and BiLSTM improves the model's ability to capture context and nuance 

in text, resulting in superior performance compared to other studies in this table. Thus, this study shows that the 

combination of SMOTE and the GRU-BiLSTM hybrid model provides the best performance in the sentiment analysis 

task on the Twitter dataset, with higher accuracy than other previous models. 

4.3. Limitations of the Study 

This study has several limitations that may impact the generalizability and applicability of the results. Firstly, the 

dataset used, primarily based on social media text, may not fully represent other types of text data, which can limit the 

model's adaptability to different contexts. Additionally, while SMOTE was applied to balance the classes, this approach 

may not perfectly capture the natural distribution of emotions in real-world data, which often tends to be highly 

imbalanced and complex. The model also demonstrated weaknesses in detecting certain emotions, such as 'surprise,' 

indicating the need for further optimization or alternative model architectures. The absence of temporal analysis means 

that changes in emotional context over time were not considered, which could be significant in dynamic situations like 

ongoing conflicts. For future research, the development of emotion detection models on social media can be expanded 

to applications in Decision Support Systems (DSS) and Internet of Things (IoT). These environments would require 

models capable of handling sensor and structured data in real-time, thereby supporting smarter and more responsive 

decision-making that adapts to contextual changes as they occur [42], [43]. 

5. Conclusion 

This research shows that using the GRU-BiLSTM combination for sentiment analysis on tweets related to the Israeli-

Palestinian conflict significantly improves model performance, especially when SMOTE balances data classes. Using 

Glove as an embedding technique ensures that the representation of words in the text has rich semantic meaning, which 

is crucial in understanding context and emotional nuances. The research results show that the GRU-BiLSTM hybrid 

model with SMOTE produces higher accuracy, precision, recall, and F1 scores than the model without SMOTE. Thus, 

this approach improves accuracy and provides fairer and more reliable predictions in sentiment analysis tasks on social 

media. 

Future studies could consider utilizing advanced embedding techniques such as BERT or ELMo, which are capable of 

capturing word context more deeply through transformer architectures. These techniques enable the model to 

understand more complex contexts, especially in text containing sarcasm or irony, which are often challenging to 

classify accurately. Additionally, exploring model architectures such as Transformer or Attention-based LSTM could 

improve the model's sensitivity in capturing subtle emotions. Multi-task learning approaches could also be explored to 

combine emotion classification with other tasks, such as sentiment analysis, to enhance the model's generalization 

across various contexts. 
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