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Abstract 

Bunaken Marine Park (BMP) is famous for its rich marine biodiversity. BMP is an asset for the marine tourism industry of the Manado city 

government, and the North Sulawesi Province of Indonesia needs to be strengthened. This research aims to build a web-based intelligent system 

using a convolutional neural network (CNN) to identify starfish species to initiate developing a media center marine biota identification system 

of BMP. Two CNN architectures, namely MobileNet and VGG16, were conducted to produce identification models. The first stage carried out a 

training process on 1800 starfish image data and then evaluated using the 5-fold cross-validation technique. Validation results show that 

MobileNet is superior to the VGG16 architecture by achieving validation accuracy of 100% for each fold while VGG16 produces validation 

accuracy in the range of 94% to 100%. On the other hand, in the second stage of model testing, it was found that VGG16 worked better than 

MobileNet in identifying 200 new data. The Best Model produced by VGG16 achieved testing accuracy of 100% while MobileNet produced 

99.5%. However, stability analysis of the identification models produced by both architectures shows that MobileNet has relatively small loss 

values ranging from 0.00069325 to 0.00214802 as well as smaller standard deviation values of 0.27 compared to 0.61 produced by VGG16. 

These findings indicate MobileNet is more stable in carrying out identification work compared to VGG16 of, thus the best model provided by 

MobileNet is taken to deploy in the web platform which is created using the Python flask framework. The proposed system can be used to 

strengthen the marine tourism industry as a media center of educational marine biota using deep learning approaches. 

Keywords: Mobilenet, VGG16, Starfish, Cross-Validation, CNN, Bunaken 

1. Introduction  

Bunaken Marine Park (BMP) is renowned for its abundant marine biodiversity. BMP is a valuable asset for the marine 

tourism industry of the Manado City Government and the North Sulawesi Province of Indonesia that needs to be 

reinforced. This research aims to develop an intelligent web-based system utilizing a convolutional neural network 

(CNN) for the identification of starfish species, as a preliminary step toward creating a marine biota identification 

media center for BMP. 

North Sulawesi is one of the regions in Indonesia that is famous for its marine biodiversity [1]. This diversity is crucial 

for maintaining the balance of marine ecosystems, in addition to having high economic and scientific value. However, 

many starfish species in the region are threatened with extinction due to human activities such as habitat destruction, 

overfishing, and marine pollution. Therefore, in-depth on starfish species in North Sulawesi has become urgent to 

support conservation efforts[2] . Research on marine ecosystems that uses the CNN algorithm is very limited, some 

studies that use the CNN algorithm such as that conducted by research [3] related to the classification of images of leaf 
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disease types using CNN algorithms and MobileNet architecture with feature extraction showing excellent accuracy. 

Research [4] human activity recognition based on webcam capture using CNN method with mobilenet architecture. 

Research [5] identified types of wood using convolutional neural networks with mobilnet architecture resulting in 

training accuracy of 98%, testing of 93.3% and presentation of mobilenet Architecture of 28% and 93% for its accuracy. 

Research [6] related to the classification of images of tomato seed cultivars using the CNN model and the MobileNet-

BiLSTM approach showed excellent results. In the first scenario, MobileNetv2 achieved an accuracy of 93.44%. In the 

second scenery, the feature of Mobile Netv2 was used in the BiL STM network, increasing the accuracy to 96.09%. 

This study proved the effectiveness of the in-depth learning method to distinguish tomato Seed cultivators. Research 

[7] on the classification of parcel box images using CNN MobileNet showed good results. Out of 4882 images 

collected, MobileNet achieved an accuracy of 84.6%, recall 82%, and specificity of 88.54%. MobileNet proved faster 

than VGG16 and ResNet50, showing its potential to identify damaged parcel boxes in underground logistics 

systems.However, specific research using the MobileNet architecture on the CNN algorithm to identify types of marine 

stars in North Sulawesi is still very limited. MobileNet is a variant of CNN designed for devices with low computing 

power, making it ideal for use in fields with limited resources [8], [9], [10]. Given the advantages of MobileNet in 

terms of efficiency and speed, this research is important to test how well this architecture can identify and classify 

different types of marine stars in North Sulawesi with high accuracy. With this research, it is expected to make a 

significant contribution to efforts to preserve marine biodiversity in North Sulawesi as well as paving the way for the 

application of similar technologies to other biodiversity research in the future. 

Research [11] on Modification of VGG16 Architecture for Digital Image Classification of Spices in Indonesia. This 

research shows the best value results with accuracy reaching an average of 81%, recall value of 76%, and precision 

value of 81% for the training phase and for the validation phase, accuracy of 85%, recall value of 80%, and precision 

value of 84%. Research [12] on the classification of salak fruit quality using the VGG16 transfer learning architecture 

shows research from the effectiveness of transfer learning in classifying the quality of salak fruit with very good 

accuracy results. With the highest accuracy result of 95.83%, achieving 97.2% precision and 94.6% recall. Research 

[13] using the extraction approach is transfer learning VGG16. CNN combined with the transfer learning approach 

outperforms all manual feature extraction methods such as local binary patterns, Color Channel Statistics, Color 

Histograms, Haralick Texture, Hu Moments, and Zernike Moments. CNN combined with the transfer learning 

approach yielded accuracies of 73.05%, 93.41%, and 90.60%, using OverFeat, Inception-v3, and Xception 

architectures, respectively, as feature extractors in the FLOW-ERS102 dataset. 

Just like MobileNet, the other CNN architecture VGG16 is also rarely used to identify starfish. VGG16 has accuracy 

and feature extraction capabilities that make it suitable for classifying complex things. This research aims to analyze 

and compare the performance of two famous CNN architectures MobileNet and VGG16 in identifying starfish and 

then deploy the best model on a web platform so it can be used by tourism in real time. This research can significantly 

contribute to the conservation of marine biodiversity in North Sulawesi and pave the way for the application of similar 

technology in other biodiversity research in the future. 

The restricted use of convolutional neural networks (CNNs), more especially the MobileNet and VGG16 designs, in 

detecting starfish species in marine environments is the issue this study attempts to solve. CNN is still rarely employed 

in marine biodiversity research, especially for starfish identification, although being frequently used in other fields 

including categorizing wood types, human activities, and leaf disease types. Furthermore, MobileNet has not been 

thoroughly evaluated for the identification of marine species, despite being well-known for its effectiveness on devices 

with constrained processing capability. 

In order to identify and categorize starfish species in North Sulawesi, this study suggests creating a web-based 

intelligent system that uses two CNN architectures, MobileNet and VGG16. The goal of the study is to compare the 

performance of the two architectures and apply the most accurate and reliable model to a real-time web platform. While 

earlier research has shown that CNN, including MobileNet, is excellent in a variety of picture classification tasks, this 

study is unusual in that it applies these architectures to starfish species, which has not received enough attention. 

The findings of this study will enhance the use of CNN in marine research while also aiding in the conservation of 

marine biodiversity. Following extensive training and testing, the top-performing model will be implemented on a web-
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based platform, allowing for its useful application in marine tourism and educational programs. Moreover, this study 

sets the path for future applications of CNN in other biodiversity research fields, highlighting the promise of deep 

learning in environmental conservation efforts 

Deep learning method was used in similar previous research to identify starfish. Research [14] used MobileNetV2 and 

VGG19's CNN architectures to identify Crown of Thorn Starfish (COTS). MobileNet received 82.0% validation 

accuracy, whilst VGG19 obtained a satisfactory 87.01%. Additionally, the accuracy of the VGG19 model was 

successfully improved by 92.6% with the use of a self-attention algorithm. Research [15] conducted You Only Look 

Once version-5 (YOLOv5) to detect the COTS. A good performance model was obtained shown by 93%, 77%, and 

84% values of Precision, Recall, and F1-score, respectively. Another study [16] has classified three species of starfish 

Pisaster ochraceus, Pycnopodia helianthiodes and Solaster dawsonii using RESNET architecture of CNN. A good 

accuracy of 97.91 was achieved with 4% misclassified on Pisaster ochraceus class, 1% on Pycnopodia helianthiodes, 

and 2% of Solaster dawsonii. [17] reports the object detection model of YOLOv5 outperforms compared with YOLO-

X, Detectron2, Faster RCNN, and Retina Net in detecting COTS using the Kaggle video dataset of the Great Barrier 

Reef of Australia. Their result shows that YOLOv5 achieved a 0.628 F2-score higher than the other model. 

Similar studies mentioned above have initiated the issue of artificial intelligence-based marine biodiversity 

conservation but have not considered the educational aspect, which is one of the important targets of our research. Our 

research initiated the development of the Bunaken Marine Park as a marine biodiversity conservation center equipped 

with educational facilities so that, apart from recreational purposes, tourists gain knowledge about the abundant 

diversity of marine biodiversity in the Bunaken Marine Park. 

2. Research Method 

Several studies use a one-shot learning approach [18], [19], [20] due to limited data. However, this study employs 

training models through classical supervised learning because of the substantial training data set of 1800 photos, which 

enables CNNs to learn from numerous examples to increase classification accuracy. This research starts by collecting 

starfish image data from some locations in the coastal area of North Sulawesi, especially from the coastal region of 

Bunaken Marine Park, which included Bunaken Island, Siladen Island, and Manado Tua Island, and then pre-

processing them to ensure consistent quality and size. Next, the MobileNet and VGG16 architectures were implemented 

and trained on a dataset of pre-processed starfish images using 5-fold cross-validation techniques. The trained model 

was evaluated using accuracy, precision, and gain metrics on a separate test dataset. The evaluation results are analyzed 

to determine the effectiveness of the MobileNet and the VGG16 architectures in identifying starfish species. The last 

step is to deploy the best model in the web platform so that can be used in real time 

2.1. Research Data 

This study used 200 original images of starfish from four species: Luidia foliolata, Linckia laevigata, Culcita 

novaeguineae, and Protoreaster nodosus, with each species having 50 images per class. To increase the amount of 

dataset, augmentation is carried out [21] so that the total image data becomes 2000. These images are divided into 

training, validation, and testing datasets, as shown in table 1. Figure 1 displays examples of the four types of starfish, 

which are categorized as classification classes in this study 

Table 1. Starfish Data Distribution 

No Species Data Distribution Total 

Training Validation Test 

1 Culcita Novaeguineae 360 90 50 500 

2 Linckia laevigata 360 90 50 500 

3 Luidia foliolata 360 90 50 500 

4 Protoreaster nodosus 360 90 50 500 

Total 1440 360 200 2000 
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Culcita novaeguineae Linckia laevigata Luidia foliolata Protoreaster nodosus 

Figure 1. Four classification classes of starfish species 

Data augmentation techniques were used to make sure the dataset was reliable and representative of various 

environmental situations. By artificially increasing the dataset's variability through random rotations, flips, zooms, and 

lighting modifications, these strategies assist avoid overfitting and enhance the model's capacity to generalize to new 

data. In order to replicate real-world circumstances where starfish may appear in various orientations, lighting, or partial 

occlusion, the photos were enhanced. This made the identification procedure more difficult and realistic. 

2.2. Research Stages 

This research is divided into 3 stages of development, testing, and deployment. The augmentation process is performed 

to increase the amount of data to avoid underfitting in the training process. The next process is training and validation 

with 5-fold cross-validation so that five models are derived and then the evaluation process is carried out on them. In 

the testing stage, the evaluation process is again conducted on testing data that was not used in the previous stage. The 

best model that has been evaluated will be used for deployment in the next stage. These three processes are shown in 

figure 2. 

 

Figure 2. Research stages of starfish identification 

2.3. Cross Validation 

Cross-validation [22], [23], [24]  is a technique used in machine learning to evaluate the classification model. The data 

was divided into training and validation data. In this research, the value of k is taken equal to 5, which means it will 

create 5 different models with different training and validation data. Shown in figure 3 is the division of training and 

validation data in each fold. It is shown that the training data is marked in yellow and the validation data is marked in 

blue. The remaining 200 data from a total of 2000 data were used for the testing process in the testing stage. 
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Figure 3. 5-Fold Cross-Validation of training and validation data 

2.4. Convolutional Neural Network 

CNN [25], [26] is a type of artificial neural network used widely in image recognition and visual processing. The 

MobileNet and VGG16 are two famous architectures of CNN that are used widely on image data.  

This research performs MobileNet and VGG16 to identify the species of starfish based on its images. The inputs image 

is processed by MobileNet which consists of 88 layers while VGG16 used 39 input layer. Average Pooling layer was 

setup for MobileNet and MaxPooling2D for VGG16. Both architecture used softmax to generate classification 

probabilities. The final classification consists of four classes: Luidia foliolata (LF), Linckia laevigata (LL), Culcita 

novaeguineae (CN), and Protoreaster nodosus (PN). Figure 4 shows CNN model architecture of MobileNet (a) and 

VGG16 (b) used in this study. 

MobileNet and VGG16 were chosen for this study because of their unique benefits in terms of simplicity, efficiency, 

and feature extraction, which make them appropriate for recognizing species of starfish in an environment with limited 

resources. With its lightweight yet robust architecture, MobileNet is especially made for devices with low processing 

power. It is perfect for real-time applications like web-based platforms that identify marine biodiversity. Despite being 

more computationally intensive, VGG16 is good in capturing intricate patterns in photos like starfish because of its 

deep layers, which are excellent at feature extraction. Even though architectures like ResNet or Inception provide more 

complicated methods and deeper networks, including residual connections, they are frequently more computationally 

demanding and can add needless complexity to the particular task of classifying starfish. Through the selection of 

MobileNet and VGG16, this study strikes a compromise between computational effectiveness and robust feature 

recognition capabilities, guaranteeing a workable solution for real-time deployment while preserving high accuracy. 

 

(a) 

 

(b) 

Figure 4. CNN Model Architecture of MobileNet (a) and VGG16 (b) 

2.5. Confusion Matrix 

Confusion matrix [27], [28], [29] is a technique used to evaluate the performance of classification algorithms. It 

provides a complete picture of how the model predictions compare to the actual values of the test data. Table 2 shows 

the confusion matrix of starfish classification system with four classes of LF, LL, CN, PN. T and F characters denotes 

true and false prediction respectively. Accuracy can be calculated  
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Table 2. Confusion matrix of starfish with 4 classes 

 Actual Values 

 LF LL CN PN 

Predicted Values LF T F F F 

LL F T F F 

CN F F T F 

PN F F F T 

Accuracy rate of the model can be calculated using eq. (1) 

Accuracy =
total T

total data
∗ 100%    (1) 

3. Result and Discussion 

3.1. Training and Validation Result 

3.1.1. MobileNet Architecture 

The training process through learning rate = 0.001, epoch = 10, batch size = 8, and 5 fold cross-validation. Figure 5 

shows plotting graph of loss and accuracy of each fold in the training process, while figure 6 shows plotting graph of 

loss and accuracy of the best model (a) and the worst (b) in validation process. Table 3 summarizes the MobilNet 

architecture validation results for each fold, including loss, accuracy, precision, recall, and F1-score. 

 

Figure 5. The graph of loss and accuracy for each fold of MobileNet 

  

(a) (b) 

Figure 6. Graphs of loss and accuracy of the best (a) and the worst (b) model of MobileNet 

Table 3. MobileNet validation results 

Fold Loss Accuracy Precision Recall F1-score 

1 0.00099739 1.0 1.0 1.0 1.0 

2 0.00214802 1.0 1.0 1.0 1.0 

3 0.00202902 1.0 1.0 1.0 1.0 

4 0.00069325 1.0 1.0 1.0 1.0 

5 0.00162640 1.0 1.0 1.0 1.0 
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Notably, all folds achieved perfect validation accuracy (1.0), precision (1.0), recall (1.0), and F1-score (1.0). Fold 4, 

however, achieved the lowest validation loss (0.00069325), suggesting it might be the best-performing model in terms 

of minimizing loss. Figure 7 shows the confusion matrix for folds 1 to 5, show that all models successfully predict the 

validation data accurately. This indicates that the models are proficient in recognizing image patterns and can 

effectively identify new, previously unseen data 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

Figure 7. Confusion Matrix of Validation Result of each fold using MobileNet Architecture 

The 100% accuracy attained after training raises the possibility of overfitting, in which the model may have learned 

specific patterns by heart instead of broad ones. Regularization strategies including data augmentation and dropout 

techniques were used to stop this. In order to assist the model learn more robust features, augmentation rotated, flipped, 

and otherwise changed photos, intentionally increasing data variability. Additionally, dropout could be utilized to 

randomly promote generalization by deactivating neurons during training. These methods are essential for guaranteeing 

that, even with great training accuracy, the model functions properly on unknown data. 

This research applied regularization techniques of data augmentation as described in the research data section as well 

as the dropout technique to avoid overfitting during the training process. To ensure that overfitting does not occur, we 

test all the obtained calcification models with new data, which is explained in the testing results section. 

3.1.2. VGG16 Architecture 

The training process of VGG16 using hyper parameters of learning rate=0.001, epoch = 10 and batch size = 8. Fivefold 

cross-validation was also use to evaluate the stability of the classification models. Figure 8 shows accuracy and loss 

graphic of each folds while figure 9 shows the graph of accuracy and loss of the best model (a) and the worst (b) from 

fold-5 and fold-4, respectively. Table 4 summarizes the validation loss and accuracy of each fold. 

 

Figure 8. The graph of loss and accuracy for each fold of VGG16 
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(a) (b) 

Figure 9. Graphs of loss and accuracy of the best (a) and the worst (b) model of VGG16 

Table 4. VGG16 validation results 

Fold Loss Accuracy Precision Recall F1-score 

1 0.04560389 0.975 0.9775 0.975 0.975 

2 0.06407831 0.975 0.9775 0.975 0.975 

3 0.00912648 1.0 1.0 1.0 1.0 

4 0.05964056 0.94999 0.96 0.95 0.95 

5 0.00318821 1.0 1.0 1.0 1.0 

The best model was obtained from fold-5 and the worst from fold-4. Compare to MobileNet as shown in table 3, 

MobileNet architecture is leading for each folds. Figure 10 shows the confusion matrix of validation results of folds 1 

through 5, revealing the different models' varying degrees of success in predicting the accuracy of the validation data. 

Confusion matrix of fold 4 and 5, as shown in Figure 10 (d) and Figure 10(e), stand out as the only ones that achieve 

perfect prediction for all 360 validation images. In contrast, Figure 10(a), (b) and (c), each shows one mispredicted 

validation image. This indicates only two models are capable of demonstrating proficiency in recognizing image 

patterns and effectively identifying new, previously unseen data 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 10. Confusion matrix of validation results of each fold usingVGG16 
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3.2. Testing Result 

3.2.1. MobileNet Architecture 

Based on validation process results, it was observed that the model in fold 4 exhibited the best performance among the 

five models, achieving an accuracy of 100%. However, during the testing phase, as shown in figure 11(d), the fold 4 

model misclassified two images out of a total of 200 new images data. These findings mean that the model still performs 

marvelously even when detecting new data never used in the training and validation process. This indicates that the 

model guarantees good performance when used in the real world. 

In line with its performance during training and validation, the fold 2 model also misclassified two images in the testing 

set. Despite the misclassifications, the testing results of these five models show very good performance with accuracy 

equal to or above 99%, indicated that the classification model still able recognize the species of starfish based on its 

images 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

Figure 11. Confusion matrix of testing results each fold using MobileNet architecture 

Based on the confusion matrix shown in figure 11 and figure 12, and by using eq. (1), accuracy of testing result of both 

architectures are shown in table 5. 

Table 5. Accuracy of testing results of MobileNet and VGG16 

 
Fold 

1 2 3 4 5 

MobileNet 

Accuracy 99.5% 99% 99% 99% 99.5% 

Accuracy average = 99.2% 

Standard Deviation =0.27 

VGG16 

Accuracy 98.5% 99.5% 100% 99.5% 100% 

Accuracy average = 99.5% 

Standard Deviation = 0.61 
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3.2.2. VGG16 Architecture 

The testing results shows that the best model of fold 5 misclassified one image out of 200 new image data. The model 

achieved a sufficient accuracy of 99.5%, a little bit decrease compared to its validation result. All models obtained 

using VGG16 show excellent performance with accuracy equal to or above 99% as shown in figure 12 (a) to  figure 12 

(e). 

 

(a)  

[3] 

 

(c) 

 

(d) 

 

(e) 

Figure 12. Confusion matrix of testing results of each fold usingVGG16 architecture 

3.3. Architecture Comparison 

Based on the validation and testing results shown in table 3, table 4, table 5, table 6, figure 11 and figure 12, it can be 

seen that both the architecture of MobileNet and VGG16 provided an excellent performance even for the worst model 

still shows a very good result. The MobileNet architecture produces a perfect validation accuracy of 100% for all folds 

while VGG16 produce validation accuracy in the range of 95% to 100%. On the contrary, VGG16 achieved the testing 

accuracy in the range of 98.5% to 100%, while MobileNet provided the testing accuracy in the range of 99% to 99,5% 

Based on loss values produced by both architectures that shown in table 3 and table 4 where MobileNet have relatively 

small loss values ranging from 0.00069325 to 0.00214802 indicate MobileNet is better than VGG16. Besides that, the 

standard deviation value of 0.27 produced by the MobileNet architecture as shown in table 5 is smaller than the standard 

deviation value of 0.61 produced by VGG16 shown in table 6, indicating that MobileNet is relatively more stable 

compared to VGG16 in predicting new data. Based on comparison results, MobileNet showed slightly superior 

performance compared to VGG16 in terms of consistency in the task of classifying starfish species based on its images, 

thus the best classification model which provided from Fold 4 using CNN’s MobileNet architecture was taken to deploy 

on the web platform so that can be used in real time. 

As demonstrated by a lower standard deviation value than VGG16, MobileNet offers a more consistent and dependable 

solution for classification tasks. Regarding to differences in accuracy and stability between both architectures, there 

are many factors that might contribute to this, one of which is the differences in their respective architectural models 

The proposed system in this research shows superior performance compared to previous similar works in several 

aspects, as shown in table 6 where the abbreviation NR means Not Reported. The description of the detected starfish 

species as shown in figure 13 (b) initiates educational facilities. In the future, this facility could be expanded to allow 

relevant experts to enrich system knowledge about the detected marine biota. 
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Table 6. Comparison with previous similar works 

Study Accuracy Precision Recall F1-Score F2-Score Educational Feature 

[14] 92.6% NR NR NR NR Not Available 

[15] NR 93% 77% 84% NR Not Available 

[16] 97.91% NR NR NR NR Not Available 

[17] Not Report NR NR NR 0.628 Not Available 

This study 
100% validation 

99% testing 
100% 100% 100% NR Available 

3.4. Deployment 

The CNN model and Flask framework are combined in a web application to enable real-time predictions for starfish 

identification. Following the training, validation, testing, and evaluation processes covered in the preceding sections, 

the best model is saved in an appropriate format and loaded into the Flask application at server startup. RESTful APIs 

can be created with Flask, specifying endpoints where users can submit starfish photos for classification. When a 

picture of a starfish is received, Flask preprocesses it by scaling and normalizing the pixel values to satisfy the input 

specifications of the CNN model. After recognizing the species of starfish and generating confidence scores, the 

program uses the model to generate predictions. In order to provide the user with the prediction results, Flask creates 

a response, usually in JSON format, and provides an intuitive web interface for simple image uploads and result 

presentation. Because of this integration, advanced machine learning is now feasible and accessible for applications 

involving marine biodiversity. 

The system proposed in this research can assess the initiation of the development of Bunaken Marine Park as a media 

center for the conservation and education of marine biota based on an artificial intelligence approach. 

Figure 13 shows the main (a) that allow user input a starfish images to identify, (b) Page to display identification result 

and and (c) is the page that provides information about classification classes that discussed in this study. The web-

based sytem was developed using Phyton Flask Framework. 

  

(a) (b) 

 

(c) 

Figure 13. Web-based system for identification starfish species: (a) main menu input starfish image, (b) Pages to 

display identification result and (c) page to display classification classes of starfish species. 

There are a number of potential drawbacks to using a CNN model for starfish recognition in practical settings. The 

model's scalability is a major issue; when the quantity of photos or the number of starfish species rises, the model could 

need to be retrained to preserve accuracy. This can require a lot of resources and possibly a strong computational 

foundation. Furthermore, the model's performance is influenced by image quality, which is impacted by different 

lighting situations. Features can be obscured by dim lighting or shadows, which can result in inaccurate classifications. 
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Identification attempts may be made more difficult by environmental factors like water turbidity or backdrop 

distractions in underwater photos. These situations may introduce noise that the model cannot interpret, resulting in 

conflicting predictions. Furthermore, connectivity issues may arise in the deployment environment (such as remote 

locations or mobile devices), which would restrict access to the model for real-time predictions. Addressing these 

constraints is critical for guaranteeing the identification system's reliability and efficacy in practical applications, 

particularly conservation and education initiatives. 

4. Conclusion 

The study was conducted using 200 starfish data, which were augmented to 2000 images, with 500 images per species 

of Luidia foliolata, Linckia laevigata, Culcita novaeguineae, and Protoreaster nodosus. In the MobileNet architecture, 

images were input into the network at a resolution of 224x224 pixels, processed through 88 layers of MobileNet, 

followed by a Global Average Pooling layer, and then a Flatten layer. In contrast, the VGG16 architecture processed 

images through 39 layers using the same pixel resolution, followed by a MaxPooling2D layer and a Flatten layer. Both 

architectures concluded by sending extracted features to fully connected layers, using softmax for classification 

probability results. Both architectures of MobileNet and VGG16 have shown effective classification capabilities in 

validation and testing processes, but MobileNet has demonstrated greater consistency across all folds, making it a more 

robust model in this study. Based on the comparative analysis, it is evident that the MobileNet architecture demonstrates 

superior consistency and lower loss values as well as standard deviation values compared to the VGG16 architecture 

meaning MobileNet architecture is superior and suitable for identifying the starfish species based on its images. Future 

research can explore the application using findings in this research to a wider range of marine species and incorporate 

environmental data to strengthen the marine tourism industry as a media center of educational marine biota using deep 

learning approaches. 
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