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Abstract 

In educational settings, a persistent challenge lies in accurately identifying and supporting students at risk of underperformance or grade retention. 

Traditional approaches often fall short by applying generalized interventions that fail to address specific academic needs, leading to ineffective 

outcomes and increased grade repetition. This study advocates for integrating machine learning algorithms into educational assessment practices 

to address these limitations. By leveraging historical and current performance data, machine learning models can help identify students needing 

additional support early in their academic journey, allowing for precise and timely interventions. This research examines the effectiveness of 

three machine learning algorithms: Naive Bayes, Deep Learning, and Decision Trees. Naive Bayes, known for its simplicity and efficiency, is 

well-suited for initial data screening. Deep Learning excels at uncovering complex patterns in large datasets, making it ideal for nuanced 

predictions. Decision Trees, with their interpretable and actionable outputs, provide clear decision paths, making them particularly advantageous 

for educational applications. Among the models tested, the Decision Tree algorithm demonstrated the highest performance, achieving an accuracy 

rate of 86.68%. This high precision underscores its suitability for educational contexts where decisions need to be based on reliable, interpretable 

data. The results strongly support the broader application of Decision Tree analysis in educational practices. By implementing this model, 

educational administrators can better identify at-risk students, tailor interventions to meet individual needs, and ultimately improve student 

success rates. This study suggests that Decision Trees could become a vital tool in data-driven strategies to enhance student retention and optimize 

academic outcomes. 
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1. Introduction 

Grading in education refers to the process of applying standardized measurements to assess varying levels of 

achievement within an educational course. Grades are often represented by letters, such as A to F, or numerically, 

where values range from 1 to 6, with 1 typically being the highest and 6 the lowest. This measurement reflects the 

percentage of questions answered correctly or the number of points achieved out of a total possible score, such as 20 

or 100 points. 

In some countries, grading systems are based on the GPA (Grade Point Average) format, which averages grades from 

all courses a student takes in a semester to create an overall score used for academic evaluation [1]. In Malaysia, for 

instance, GPA is used exclusively for university-level students, while primary and secondary school students receive 

grades based on individual test scores, rated from 0 to 100 [2]. Typically, the highest marks correspond to an A, while 

the lowest are assigned an F. However, in primary and secondary schools, grades from early, middle, and final terms 

are not cumulative; each term’s grades stand independently. In contrast, university students use both GPA and CGPA 
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(Cumulative Grade Point Average) formats, where CGPA reflects an average of all semester grades, giving a 

comprehensive measure of academic performance over time [3]. 

A common issue in educational institutions is grade retention, where students who do not meet the required standards 

must repeat a grade. This often results from a failure to diagnose and support at-risk students before their final 

examinations. When early intervention is lacking, teachers are unable to provide the necessary support to students who 

may require additional help, affecting their final academic performance and resulting in lower grades. Consequently, 

teachers may not have a clear understanding of each student’s unique needs, leading to a uniform approach that may 

not be effective for all learners [4]. To improve the support provided to students, advanced analytical tools, including 

machine learning algorithms such as Naive Bayes, Deep Learning, and Decision Trees, are increasingly used. These 

tools analyze student data to identify patterns and predict outcomes like grades or the likelihood of retention. 

This study compares the effectiveness of Naive Bayes, Deep Learning, and Decision Trees in educational contexts. 

Naive Bayes offers simplicity and efficiency, particularly with large datasets, making it suitable for initial screenings. 

Deep Learning models excel in capturing complex relationships within data, offering robust predictions that are 

adaptable to various educational environments. Decision Trees, on the other hand, produce interpretable models that 

can guide educators in implementing targeted interventions based on clear decision paths. 

By comparing these algorithms, the research aims to identify the most suitable model for educational purposes, 

balancing accuracy, interpretability, and practical implementation [5]. Implementing the most effective algorithm can 

help institutions support students more effectively through personalized learning strategies, potentially enhancing 

academic success and reducing grade retention. 

2. Factors Affecting Student’s Grade 

The excellence of the students’ performances is still a main priority for teachers and educators. It is created by making 

differences locally, regionally, and nationally, and it can be global. Educators, teachers, trainers, and researchers have 

been aware of and interested in researching all the variables that can help them effectively improve the quality of their 

student’s performances. These variables are found inside and outside the school and can affect students’ academic 

performance. Some of these variables, also called factors, can be described as student, school, family, financial, and 

peer factors [6].  

Some of the student’s performances may depend on the differences in their socioeconomic, environmental factors, and 

psychology [7]. Some students have financial problems studying, which can affect their performance badly. As college 

education costs have rapidly increased in the past few years, extended graduation time has become an important factor 

in the overgrowing student loan debt [8]. Some other factors compromise a student's learning ability, which can affect 

the student’s performance. These factors are caused by course management, which provides courses that require much 

time, which makes the students have a hard time following what they are studying and learning. These will cause the 

students to feel frustrated in their studies.  

In a study concerning factors that can affect the students’ performances, researchers found that anxiety and stress were 

major factors that negatively affect the students' performance. Based on research in a medical school, the researchers 

found that 92% of the preclinical and clinical students confessed that most of them were suffering from anxiety and 

stress [9]. Factors such as brain processing, creative thinking, and culture can influence a student's learning style [10]. 

Some students prefer learning by hearing, while others prefer a visual study style. Some students make reading and 

writing their first choice, alternatives, or preferences to comprehend and accommodate information [11]. Teachers must 

understand their students' learning preferences and make plans and strategies to help them learn. 

3. Methodology  

Research methodology defines the activities of a particular research, ways to proceed, and ways to establish success in 

an organized way [12]. It can also be defined as how knowledge and data are gained. This research methodology 

consists of four phases: preliminary study, theoretical and empirical study, architecture design, and system development 

and evaluation. 
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3.1. Research Framework 

The Research Framework illustrated in figure 1 provides a systematic approach to developing technological solutions, 

ensuring that projects are effective and efficient in addressing the identified needs [13]. 

 

Figure 1. Research Frameworks 

The framework comprises three primary stages, starting with the preliminary study and knowledge acquisition phase. 

In this stage, researchers concentrate on developing a thorough understanding of the problem domain and collecting 

necessary data through literature reviews, feasibility studies, and consultations with experts. This foundational work 

ensures the project is grounded in solid knowledge and provides direction for the subsequent phases. 

With a strong base established, the process moves into the design architecture phase, where a detailed blueprint of the 

solution is developed. This blueprint outlines the core components, their interactions, and how they will collectively 

address the identified issue. The final stage, development and implementation, transitions from theory to application, 

where the actual construction, coding, and deployment of the solution take place. During this phase, rigorous testing is 

conducted to verify that the solution meets the initial quality standards and functions as intended. Additionally, the 

methodology involves a theoretical study to understand the factors influencing student grades, empirical investigations, 

architectural design, and evaluation. This initial study focuses on identifying the main predictors of student 

performance and suitable techniques to guide future development. 

3.2. Theoretical Study 

Theoretical study was the first thing done in doing this research. To achieve the objective of identifying the factors that 

affect the student’s grades. The first approach that was taken was doing a preliminary study. It was being done to study 

scope, problem statements, objectives, domain, and the factors that affect the student’s grades, and also what the normal 

grading system the government sets, what the grade needed for the students to pass or make them fail. Through this 

approach, an introduction, problem statement, research question, objective, scope, significance, and Literature Review 

is formulated. 

3.3. Data Understanding 

The approach used in this phase was data acquisition. Data acquisition is acquiring information and data from external 

sources, such as experts, journals, articles, websites, and others. The activities in this phase include finding suitable 

datasets for the study, understanding the data, and acquiring all the useful information to design and develop the system. 

In this phase, finding the data was the most important thing to be used in developing the system. In this phase, there 

will be a study about the factors that affect the student’s grades, how the government is setting the grading system, the 

marks given that decide whether they pass or fail, and how helpful it is when grades can be foreseen and predicted 

earlier than the actual test. 

3.4. System Architecture Design 

The process begins with data pre-processing, followed by data analysis, and finally, the design of the prediction model. 

The accuracies of the Naïve Bayes, Random Forest, and Decision Tree models were calculated using the Auto Model 

function in RapidMiner Studio [14], [15]. This tool facilitates faster model building and validation by addressing three 

major types of tasks: prediction, clustering, and outlier detection. For prediction tasks, Auto Model can handle both 

classification and regression challenges. When used for clustering, it organizes data into groups based on similarity, 

identifying clusters within the dataset. In the clustering task, Auto Model classifies data points that are closely related, 

as illustrated in figure 2. 
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Figure 2. Data Selection for Auto Model 

Data was loaded from the local repository after having been preprocessed earlier. The chosen data was Data 

Preprocessing. After the data is selected, the Auto Model gives three options for selecting a suitable task. For this 

research, Prediction was chosen to be used in the Auto Model. 

3.5. System Development 

After the design is complete, the system can then be developed. This research used a dashboard to develop the system 

and visualize the data analysis. To succeed, this project needs to visualize the data analysis and do testing and 

evaluation. The approach turns all the research and methodologies into real-world solving problems in system 

development. System development is an important part of this study for a successful project. Besides that, system 

development is important to achieve the third objective, which is to develop a system that can predict the students' 

grades [16], [17]. 

3.6. System Testing and Implementation 

The system is then tested using the testing dataset, and the result will determine whether it is a success or needs more 

fixing and modifying. When the results are satisfying, the system can be implemented and used by other users. 

4. Results and Discussion 

After the system's development is completed, the following phase is to analyze its results or findings. The project's 

result is described as an outcome derived from the data analytical technique used to generate data, and it is concluded 

with an output after going through the required process. 

4.1. Correlation Between Attributes 

Following data pre-processing and attribute analysis, the correlation between variables was assessed to determine 

which attributes most significantly influenced others. A correlation heatmap, shown in figure 3, visually represents the 

relationships among the 16 attributes, providing insights into the factors affecting academic performance, particularly 

the final_score. This analysis reveals that parental education has a positive correlation with academic outcomes, with 

mother_education and father_education each correlating at 0.22 with final_score, suggesting that higher parental 

education levels are linked to better student performance. Study_time also shows a positive correlation of 0.25 with 

final_score, indicating that increased study hours are associated with higher grades. Conversely, failures display a 

strong negative correlation of -0.36 with final_score, implying that students with prior course failures are more likely 

to achieve lower final grades. This finding underscores the value of early intervention in addressing academic 

difficulties to prevent a cycle of underperformance [18]. 

Interestingly, absences display a slight positive correlation of 0.09 with the final_score, suggesting that occasional 

absences may not significantly impact academic performance. This also indicates that students with higher absences 

might still perform well academically, though they may benefit from improvement in attendance. Alcohol consumption 

shows a minor negative correlation with grades, with weekday_alcohol_usage and weekend_alcohol_usage correlating 

at -0.054 and -0.052, respectively. While these correlations are weak, they point to a subtle adverse effect of alcohol 

on academic performance. 
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Figure 3. Correlation Heatmap Between Attributes 

A critical insight from the heatmap is the strong positive correlation between final_score and scores from earlier periods 

(with period1_score and period2_score correlating at 0.85 and 0.91, respectively). This underscores that performance 

in earlier grading periods is a significant predictor of final academic outcomes, highlighting the importance of 

consistent academic engagement throughout the year. Additionally, the heatmap reveals that factors like health and 

commute time have minimal correlation with the final score, suggesting that while these factors may impact general 

well-being, they do not directly influence academic results in this dataset. This analysis sheds light on the key predictors 

of academic success, such as parental education, study habits, and early academic performance. Recognizing these 

relationships can assist in developing targeted strategies to support students, potentially enhancing their overall 

educational outcomes. 

4.2. Diagnostic Analysis on Factors that Affecting the Students’ Grade 

Using diagnostic analytics as the data analytical method, some factors that correlate with final grade attributes were 

analyzed to see what effect the attributes have and which aspect will affect the student’s final grade. Diagnostic 

Analytics is one type of advanced analytics that examines data to answer the question of “Why did it happen?”. It is 

characterized by techniques such as drill-down, data mining, data discovery, and correlations. 

4.3. Desire for Higher Education vs Final Grade 

The relationship between students' aspirations for higher education and their academic performance is a valuable area 

of research, offering insights into predictors and outcomes related to final grades. This connection is essential for 

educators, policymakers, and students, as it impacts educational strategies, resource allocation, and students' future 

career paths. Understanding how aspirations shape academic outcomes can inform support strategies to help students 

achieve their goals [18]. This study examines whether students with strong aspirations for higher education achieve 

higher final grades, proposing that these students may be more motivated by their goals and expectations. It also 

considers the influence of factors like socioeconomic status, access to resources, and personal motivation in shaping 

this relationship. By exploring these dynamics, the study aims to inform more effective educational practices and 

policies that support students in achieving both short-term academic targets and broader educational aspirations, as 

depicted in figure 4. 

 

Figure 4. Graph Analysis on Desire vs Final Grade 
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Figure 4 illustrates the relationship between students' aspirations for higher education and their academic performance, 

categorizing outcomes as "poor" or "fair." The data shows that students with aspirations for higher education (marked 

as "yes" in blue) consistently achieve better grades than those without such aspirations (marked as "no"). A greater 

proportion of students with higher education goals attained "fair" grades, while fewer fell into the "poor" category, 

suggesting that motivation for future academic pursuits may lead to greater commitment and improved academic 

outcomes. However, the chart lacks data for higher performance categories, such as "good" or "excellent," which could 

provide a more comprehensive view of how aspirations affect academic achievement. Additionally, the figure does not 

consider other influential factors, such as socioeconomic background, quality of resources, and instructional support, 

which also impact academic success. Overall, this trend underscores the positive role of higher education aspirations 

in enhancing academic performance, indicating that educational strategies should prioritize fostering motivation and 

providing resources to sustain students' aspirations, thereby supporting overall academic achievement. 

4.4. Study Time vs Desire for Higher Education 

The relationship between the time students dedicate to studying and their aspirations for higher education is a 

significant area of educational research, providing insights into how motivation shapes academic behavior and success. 

Examining this interaction reveals how study habits align with students’ long-term educational goals. This study 

investigates whether students who allocate more time to academic activities generally have higher educational 

aspirations, driven by their commitment to achieving specific goals and recognizing the role of further education in 

their career prospects. Additionally, it explores if students with strong aspirations for higher education are more likely 

to invest substantial time in their studies as a deliberate strategy to ensure that their academic performance supports 

their ambitions [19], [20]. 

The violin plot in figure 5 visually represents how study time varies among students of different ages, with a clear 

distinction between those aspiring to higher education and those without such goals. The data shows a consistent trend: 

students with higher education aspirations (indicated in pink) dedicate more study time across all age groups compared 

to their peers without these aspirations (in beige), suggesting a strong link between the desire for further education and 

academic commitment. Age also influences study habits, with notable fluctuations as students mature. Younger 

students (ages 15-17) display a broad range of study times, with increased variability and higher medians among those 

aiming for higher education. At ages 18-20, study time peaks, likely due to preparations for major exams, while students 

aged 21-22 show more consistent study routines, especially among those with academic goals. These findings 

underscore the importance of fostering educational aspirations early, as motivation significantly impacts study 

engagement. Educational programs focusing on study skills and time management could be especially valuable for 

students pursuing higher education, enabling them to optimize their study habits and achieve long-term academic and 

career objectives. 

 

Figure 5. Graph Analysis on Study Time vs Desire on Higher Education 

4.5. Romantic Status vs Final Grade 

The relationship between students' romantic status and their academic performance is a complex area in educational 

research, examining how personal relationships may influence academic outcomes. This intersection offers insights 

that could inform educational strategies and student support services, addressing whether romantic involvement has a 

positive or negative impact on academic performance. Understanding this dynamic provides valuable perspectives on 

the broader social factors affecting academic success, helping educators and policymakers consider how personal 

relationships might contribute to students' educational experiences and outcomes. 
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This study investigates the effects of romantic relationships on students' academic performance, aiming to determine 

if those in relationships perform differently than their single peers. The hypothesis suggests that romantic involvement 

could offer emotional and mental support, potentially enhancing academic outcomes, or it could serve as a distraction, 

leading to reduced focus and lower grades. Figure 6 illustrates this relationship by showing the distribution of final 

grades among students based on romantic status. Students with poor grades appear slightly more common among those 

who are single, suggesting that romantic involvement does not significantly harm academic performance at lower grade 

levels. However, a notable difference emerges in good grades, where students without romantic commitments 

outperform those who are involved, hinting that they may experience fewer distractions and therefore better academic 

focus. This trend suggests an academic advantage for single students at higher performance levels. Yet, the minimal 

impact on poor and fair grades implies that other factors, such as age, academic year, extracurricular activities, and 

personal stressors, likely play significant roles. The analysis highlights the need for a balanced approach in supporting 

students’ academic and emotional well-being, as romantic status is only one of many factors affecting success. Further 

research could deepen our understanding of how to design educational strategies that holistically support students in 

managing both academic and personal responsibilities. 

 

Figure 6. Graph Analysis on Romantic Status vs Final Grade 

4.6. Frequency of Going Out vs Final Grade 

The relationship between students' social activities—specifically, the frequency of going out—and their academic 

performance presents an intriguing subject for investigation. This research aims to analyze how often students 

participate in social outings and how this correlates with their final academic grades, providing valuable insights into 

the balance between social life and academic responsibilities. The study hypothesizes that frequent social activities 

could have dual effects on academic performance. On one hand, increased social outings might reduce study time, 

potentially leading to lower grades. On the other hand, social engagement could alleviate stress and improve mental 

well-being, which may positively influence academic outcomes. By examining this relationship, the research seeks to 

offer insights that could help educators and students find an optimal balance between academic and social life, 

ultimately promoting both well-being and academic success, as depicted in figure 7. 

 

Figure 7. Graph Analysis on Frequency of Going Out vs Final Grade 

The bar chart explores the relationship between students' final grades and their frequency of social outings, categorized 

into five levels ranging from minimal to very frequent. Analyzing this data reveals notable trends in how social activity 

levels correlate with academic outcomes. For students with poor grades, those who rarely go out (level 1) exhibit a 

significant proportion of low marks, but this proportion declines as social activity increases, with the lowest percentage 

of poor grades observed among the most socially active students (level 5). For fair grades, the distribution remains 



Journal of Applied Data Sciences 

Vol. 5, No. 4, December 2024, pp. 2025-2038 

ISSN 2723-6471 

2032 

 

 

 

relatively stable across all levels of social frequency, with a slight increase among students who participate in moderate 

social outings (level 3). 

Regarding good grades, the highest academic performance is seen in students who engage in moderate social activities 

(levels 2 and 3), suggesting that a balanced approach to socializing supports academic success. Conversely, students 

with the most frequent outings (level 5) show the fewest good grades, indicating that excessive socializing may detract 

from academic performance. These findings emphasize the value of moderation, as students who balance academic 

responsibilities with moderate social engagement seem to benefit from improved mental well-being and stress relief, 

which can positively impact grades. This insight is useful for students and educators seeking to optimize academic 

success through balanced lifestyle choices, promoting social routines that support both well-being and academic 

performance. 

4.7. Living Area vs. Final Grade 

The relationship between a student's living area and their academic performance offers valuable insight into how 

environmental factors impact educational outcomes. This study examines the correlation between living 

environments—urban, suburban, or rural—and students' final grades, hypothesizing that socio-economic and cultural 

factors unique to each setting can significantly influence academic achievement. By understanding these dynamics, 

educators and policymakers can develop targeted strategies and allocate resources more effectively, helping to ensure 

that students receive equitable support for academic success regardless of their geographic location, as illustrated in 

figure 8. 

 

Figure 8. Graph Analysis on Living Area vs Final Grade 

The bar chart compares final grades of students based on whether they reside in rural or urban areas, providing a clear 

view of how the living environment may influence academic performance. For poor and fair grades, the percentages 

are almost identical between rural (green bars) and urban (red bars) students, suggesting that the type of living area 

does not significantly impact students who achieve lower or average grades. However, a notable difference appears 

with good grades, where urban students have a higher percentage than their rural peers. This disparity implies that 

urban settings might provide certain advantages, such as better access to educational resources or more supportive 

academic environments, which could contribute to higher academic performance. The analysis highlights that while 

rural or urban residence does not markedly affect students with lower grades, it does seem to influence the likelihood 

of achieving good grades, with urban students outperforming those from rural areas. These findings could be crucial 

for policymakers and educators aiming to improve educational outcomes, particularly in rural areas where additional 

support might help bridge the performance gap. 

4.8. Weekend Alcohol Consumption vs Final Grade 

The relationship between weekend alcohol consumption and academic performance offers valuable insights into how 

lifestyle choices impact student outcomes. This research examines the correlation between students' weekend alcohol 

consumption and their final grades, hypothesizing that higher alcohol intake may be linked to lower academic 

performance due to its negative effects on cognitive function, time management, and overall health. Conversely, 

minimal or no alcohol consumption is expected to correlate with higher academic performance. Understanding these 

patterns can guide the development of targeted interventions that encourage healthier lifestyle choices, ultimately 

supporting improved educational outcomes, as illustrated in figure 9. 
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Figure 9. Graph Analysis on Alcohol Consumption vs Final Grade 

The bar chart in figure 9 illustrates the relationship between students' weekend alcohol consumption and their final 

grades, categorized as poor, fair, and good across varying levels of alcohol use from 1 (lowest) to 5 (highest). For poor 

grades, the data reveals a slight increase in the percentage of students with poor performance as alcohol consumption 

rises, suggesting that higher weekend drinking may correlate with lower academic outcomes. In the fair grades 

category, percentages remain relatively stable across different alcohol levels, indicating that moderate drinking does 

not significantly impact students in the average performance range. The most pronounced trend appears in the good 

grades category, where a clear decline is observed; students with the lowest alcohol consumption (level 1) have the 

highest percentage of good grades, with this percentage consistently decreasing as alcohol use increases. This trend 

points to a negative correlation between alcohol consumption on weekends and the likelihood of achieving higher 

grades, highlighting the potential adverse effects of alcohol on cognitive function and time management, which are 

crucial for academic success. These findings underscore the importance of promoting responsible alcohol use among 

students, offering valuable insights for educational institutions and health professionals to develop programs that 

support healthier lifestyle choices and improved academic outcomes within the student population. 

4.9. Result of Classification using Auto Model 

This research used a prediction function to test the accuracy of each of the classifiers. The classifiers used are Naïve 

Bayes, Deep Learning, and Decision Trees. Auto Model can accelerate the process faster and make the user understand 

results better, especially for Deep Learning classifiers, as the inner logic might be hard to understand. A classifier with 

the highest accuracy was chosen to be the engine for predicting the employee attrition system. The results of each 

accuracy were explained further in the next subtopic. 

4.10. Classification using Naive Bayes 

P(A|B) =
(P(B|A)P(A))

(P(B))
       (1) 

Using the Bayes theorem, A represents the hypothesis, and B is the evidence. According to the assumptions made, the 

features or predictors are independent, where any one feature does not affect others. This research coded the Naive 

Bayes classifier using Rapid Miner Studio, and the classification results displayed a confusion matrix where the 

classifier's recall, precision, and accuracy were calculated. 

Table 1. Naïve Bayes Confusion Matrix 

 A B C D F Precision 

A 6 7 0 0 0 93.88% 

B 0 6 6 0 0 50.00% 

C 1 0 6 11 1 60.00% 

D 0 1 3 12 4 46.15% 

F 0 0 0 3 46 31.58% 

Recall 90.20% 42.86% 46.15% 85.71% 40.00%  

From the confusion matrix, the recall and the precision of the classification, as shown in table 1, were calculated using 

the formula below: 
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Precision =   
TP

(TP+FP)
  (2) 

Recall      =   
TP

(TP+FN)
  (3) 

The accuracy of Naïve Bayes achieved 67.31%. The accuracy of the classification using Naive Bayes classifier was 

calculated using the formula: 

Accuracy =   
TP

(TP+FP)
  (4) 

The study utilizes Naïve Bayes under the assumption of feature independence, implemented via Rapid Miner Studio. 

A confusion matrix is provided, which calculates precision, recall, and accuracy for the classifier: 

Precision and Recall: These metrics are derived from the confusion matrix for each class labeled from A to F. Precision 

is defined as the ratio of true positive predictions to total positive predictions, and recall is the ratio of true positives to 

the actual positives in the data. 

Accuracy: The Naïve Bayes classifier achieved an overall accuracy of 67.31%, indicating its efficacy in correctly 

predicting outcomes based on the given data. 

4.11. Decision Tree 

Decision Tree is a commonly used classification algorithm in machine learning, employing a set of if-else rules to 

enable machines to make decisions. Its straightforward, rule-based structure makes it suitable for classification tasks. 

Table 2 provides insights into the optimal depth for the Decision Tree model. The tree’s performance peaks at a depth 

of 2, achieving an accuracy of 84.8%, while accuracy stabilizes around 78.9% at greater depths (4 and beyond), 

indicating that increasing depth does not necessarily improve performance. 

Table 2. Optimal Depth for Decision Tree 

Maximal Depth Performance 

2 0.848 

4 0.806 

7 0.789 

10 0.789 

15 0.789 

25 0.789 

Table 3 shows the Decision Tree’s confusion matrix along with precision and recall metrics. Precision across the classes 

is generally high, with notable performance in Class A (96.23%) and Class D (100.00%). Recall scores also remain 

robust, particularly in Class B (93.33%) and Class F (81.25%). The model achieves an overall accuracy of 86.68%, 

underscoring its effectiveness for practical classification applications. 

Table 3. Confusion Matrix Decision Tree 

 A B C D F Precision 

A 5 0 0 0 0 96.23% 

B 1 14 0 0 0 93.33% 

C 0 1 13 2 0 60.87% 

D 0 0 3 14 6 100.00% 

F 0 0 0 2 51 81.25% 

Recall 89.47% 93.33% 77.78% 83.33% 81.25%  

4.12. Deep Learning Result 

The exploration of deep learning results in predictive modeling provides valuable insights into the strengths of 

advanced machine learning techniques. This study specifically examines the performance of deep learning models 
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compared to traditional approaches, such as Naïve Bayes and Decision Trees, with an emphasis on accurate 

classification and prediction outcomes. Here, we analyze results from a deep learning model applied to predict 

employee attrition, utilizing complex neural networks that can process large, intricate datasets and often outperform 

simpler models when dealing with high-dimensional data. Our evaluation highlights key performance metrics—

precision, recall, and overall accuracy—as depicted in the confusion matrix shown in table 4. These metrics are 

essential for gauging the model’s effectiveness in practical applications, where accurate predictions are crucial for 

informed decision-making. 

Table 4. Confusion Matrix for Deep Learning 

 A B C D F Precision 

A 30 2 1 1 1 79.00% 

B 3 25 2 1 1 80.60% 

C 2 1 20 1 1 66.70% 

D 1 2 2 15 1 17.40% 

F 1 0 1 0 4 25.00% 

Recall 90.50% 89.20% 86.90% 85.70% 80.00%  

The confusion matrix for the Deep Learning model provides an in-depth assessment of its performance across five 

classes (A, B, C, D, F), allowing us to evaluate precision and recall—two essential metrics for gauging classification 

accuracy. For high-performing classes, Classes A and B demonstrate strong results, with Class A achieving 79.00% 

precision and 90.50% recall, and Class B showing 80.60% precision and 89.20% recall, indicating the model's 

effectiveness in accurately identifying these categories with minimal misclassification. Class C shows moderate 

performance, with 66.70% precision and 86.90% recall, suggesting that while the model frequently recognizes Class 

C, it also misclassifies other classes into this category. In contrast, Classes D and F have lower precision, at 17.40% 

and 25.00% respectively, although their recall rates (85.70% for D and 80.00% for F) are somewhat better; this low 

precision indicates a high rate of false positives, where other classes are mistakenly labeled as D or F. The model’s 

performance varies significantly across classes, excelling in some while struggling with precision in others, especially 

D and F. This inconsistency may stem from imbalanced training data or insufficient training for less common classes. 

Overall, these findings highlight the need for further refinement, such as rebalancing the dataset or adjusting the model's 

architecture, to enhance precision for underperforming classes. These improvements could lead to more uniform 

accuracy across all classes, ultimately increasing the model's reliability in practical applications. 

4.13. Comparison Result Machine Learning with Deep Learning 

In machine learning, comparing traditional algorithms with deep learning techniques provides crucial insights into 

these approaches' strengths and limitations. This section of the document, "Comparison Result Machine Learning with 

Deep Learning," aims to critically assess the performance differences between conventional machine learning models 

and more complex deep learning frameworks. Table 5 reveals that the Decision Tree classifier achieves the highest 

accuracy at 86.7%, outperforming both the Deep Learning and Naïve Bayes classifiers, which have accuracies of 74.4% 

and 67.3%, respectively. Despite its high accuracy, Decision Tree has a modest error rate of 13.3% and a short runtime 

of 2 seconds, making it both effective and efficient. In comparison, the Deep Learning classifier, with an error rate of 

25.6% and a runtime of 3 seconds, ranks second in accuracy but demands more computational resources. Naïve Bayes, 

though fast with a runtime of 0.89 seconds, has the lowest accuracy and the highest error rate at 32.7%.  

Table 5. Classifiers Result Comparison 

Classifier Accuracy Error Rate Runtime (s) 

Naïve Bayes 67.3% 32.7% 0.89 

Decision Tree 86.7% 13.3% 2 

Deep Learning 74.4% 25.6% 3 

This analysis focuses on comparing the efficacy of traditional machine learning models, such as Decision Trees and 

Naïve Bayes, against deep learning for predictive applications, particularly in employee attrition prediction. Deep 
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learning is celebrated for its capacity to manage large datasets and recognize intricate patterns but requires considerable 

computational power and may lack the interpretability of traditional models. Traditional algorithms like Decision Trees 

and Naïve Bayes provide simplicity and speed, which can be advantageous in settings with less complex data needs. 

This initial analysis prepares for a detailed discussion of these models' empirical results, offering insights to inform 

model selection for predictive tasks in organizational contexts, especially regarding interpretability, efficiency, and 

accuracy. 

Table 6 compares precision and recall across three machine learning models: Naïve Bayes, Deep Learning, and 

Decision Tree, each showing unique strengths in these metrics essential for evaluating practical effectiveness. Naïve 

Bayes achieves high precision at 93.88% and recall at 90.20%, striking a reliable balance by minimizing false positives 

while identifying most positive cases, making it suitable where both precision and recall are critical but some error 

margin is acceptable. Deep Learning, with a precision of 87.27% and the highest recall at 94.12%, excels in capturing 

the most positive cases, though its slightly lower precision suggests a higher rate of false positives. This model is ideal 

where missing a positive is more problematic than having false positives, as in fields like medical diagnostics or fraud 

detection. The Decision Tree model stands out for perfect precision at 100%, meaning it makes no false positives, and 

achieves a high recall of 93.33%, though slightly below Deep Learning. This model is best for scenarios where avoiding 

false positives is paramount, ensuring only true positives are flagged. Each model offers distinct advantages—Decision 

Tree for flawless precision, Deep Learning for highest recall, and Naïve Bayes for balanced performance—allowing 

for strategic model selection based on whether the priority is reducing false positives or capturing all positive cases. 

This tailored approach supports informed decision-making aligned with specific application goals and constraints. 

Table 6. Precision and Recall Comparation 

Model Precision Recall 

Naïve Bayes 93.88% 90.20% 

Deep Learning 87.27% 94.12% 

Decision Tree 100.00% 93.33% 

5. Conclusion and Recommendation 

This research aimed to explore the factors influencing students' grades and academic performance, applying data 

analysis techniques to assess these factors and develop a predictive model for forecasting student outcomes. The study 

provided a comprehensive framework, progressing from introductory concepts and literature reviews to research 

methodology and results. A grade prediction system benefits students, educators, and institutions by identifying at-risk 

students and supporting academic achievement. This research developed a data analysis model that highlights factors 

contributing to academic success and constructs a predictive model for grade forecasting. Analysis indicates several 

influential factors, including the motivation to pursue further studies, which correlates with effective time management 

and academic dedication. In contrast, a lack of aspirations is associated with reduced academic effort. Romantic 

relationships may have a negative effect on academic performance, as time spent socially could otherwise be allocated 

to studying. Additionally, excessive social outings were found to be detrimental, whereas residence location (urban vs. 

rural) showed no significant impact on performance. Alcohol consumption displayed a negative correlation with 

grades, as higher intake was linked to poorer outcomes. Among the classifiers tested, the Decision Tree model achieved 

the highest accuracy (87.6%) and perfect precision (100%). Deep Learning followed with an accuracy of 74.4% and 

precision of 94.12%, while Naïve Bayes recorded the lowest accuracy at 63.33%, establishing Decision Tree as the 

most effective model in this study. 

This project successfully identifies factors affecting student performance, potentially helping students avoid certain 

pitfalls and improve academically. The system also offers a user-friendly interface, making it accessible for all users. 

However, the project faced a limitation due to a small dataset, which may restrict the accuracy of findings compared 

to analyses conducted on larger datasets. While a predictive model was developed, it has not yet evolved into a fully 

integrated system allowing real-time grade predictions. 
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Future research could investigate additional classifiers, such as Support Vector Machine and Random Forest, to 

potentially improve accuracy. Expanding the model into a comprehensive system would enhance its practical 

application, enabling direct grade predictions. Researchers are also encouraged to use larger datasets to obtain more 

robust results and compare them to smaller datasets to examine accuracy variations. Further refinement of the Decision 

Tree model with deeper levels and minimal leaf adjustments could enhance predictive accuracy, advancing the model 

into a fully operational system for real-time grade prediction in educational settings. 
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