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Abstract 

This study introduces a stacking technique that integrates machine learning (ML) and deep learning (DL) algorithms to enhance the accuracy of 

stock market trend predictions. The stacking model utilizes XGBoost and Random Forest as base models from the ML domain, while Logistic 

Regression and LSTM (Long Short-Term Memory) function as meta models to optimize predictive accuracy. A significant challenge in stock 

market data is class imbalance, where certain trends, such as stock price drops, are underrepresented. To mitigate this, we applied the Synthetic 

Minority Over-sampling Technique (SMOTE) to generate synthetic data for the minority class. This approach helps the model better capture 

patterns from the underrepresented data while preserving essential information from the majority class. The implementation of SMOTE, coupled 

with the stacking technique, yielded a substantial improvement in prediction accuracy. The results showed that the Random Forest algorithm 

achieved an accuracy of 85% with precision, recall, and F1-score all at 85%, while XGBoost and Logistic Regression achieved accuracies of 

82% and 81% respectively. For the deep learning models, LSTM reached an accuracy of 83%, while the Stacking Meta Model with LSTM 

achieved an accuracy of 83% with slightly better precision and recall at 84%. The stacking model, with Logistic Regression as the meta model, 

ultimately achieved the highest accuracy of 86%, outperforming individual models such as SVM (Support Vector Machine), LSTM, Random 

Forest, and Logistic Regression (LR). These findings demonstrate the efficacy of combining SMOTE with stacking to address data imbalance 

and improve stock market predictions. The novelty of this study lies in the integration of advanced ML and DL models within a stacking 

framework to handle class imbalance in financial datasets. Future research will explore the deployment of this model in a real-time web-based 

application to support investor decision-making in stock market trend analysis. 

Keywords: Stock Market, Machine Learning, Deep Learning, Stacking, SMOTE 

1. Introduction  

The Jakarta Composite Index (JCI) measures the price performance of stocks listed on the Indonesia Stock Exchange 

(IDX) and serves as a key indicator in the Indonesian capital market, calculated using the Market Value Weighted 

Average Index [1]. Also known as the ICI or IDX Composite, the JCI provides an overall view of stock performance 

on the IDX, with data updated daily from Monday to Friday between 09:00 and 16:00 WIB, ensuring timely and 

accurate information [2]. For investors, the JCI acts as a guide in making investment decisions, such as whether to buy, 

sell, or hold stocks [3]. A rising JCI often prompts investors to sell shares to secure profits, though some may hold onto 

their stocks in hopes of further price increases [2]. Conversely, a declining JCI indicates bearish market conditions, 

where investors are advised to buy undervalued stocks with the expectation of future price recovery, or to employ a 

cut-loss strategy to minimize losses [4]. The term "stock bubble" is used to describe an unusual surge in stock prices, 

which can lead to sharp price corrections, highlighting the need for investor caution [5]. 

News related to stock movements in Indonesia has always been an interesting topic to analyze. This is reflected in 

various previous studies that have discussed the Indonesian stock market. One study conducted by [6] utilized machine 
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learning to identify stock market trends using time series data. Ensemble methods such as random forest and gradient 

boosting were used to improve the model's performance in analyzing stock market movements. Another study [7] also 

examined the stock market by utilizing machine learning and deep learning to understand the factors influencing stock 

market trend movements. The results show that many important factors can affect the rise and fall of stock values. 

Additionally, there are studies that predict stock market value using sentiment analysis to calculate polarity scores. The 

results of this sentiment analysis were then used to predict stock prices using a random forest algorithm, which proved 

efficient in providing predictions based on sentiment data [8]. 

One of the main challenges in research related to predicting stock market movements is the limited generalizability of 

the developed models. While machine learning and deep learning methods may demonstrate good performance on 

Indonesian stock market data, these models might not achieve the same level of accuracy in other stock markets that 

possess different characteristics and dynamics. Differences in market structure, trading volume, as well as unique 

economic and political factors in each country can significantly affect the model’s performance. Furthermore, models 

built with specific historical data might not be able to capture sudden changes or new patterns emerging in other 

markets. This suggests that a model effective in one geographical or temporal context may not be directly generalizable 

to another context without additional adjustments or validations. Therefore, further research is needed to explore ways 

to improve model generalization, such as expanding the dataset coverage, applying transfer learning techniques, or 

utilizing models that are more adaptive to changing market conditions. 

This study aims to address this gap by proposing a novel stacking technique that integrates XGBoost and Random 

Forest as base models with Logistic Regression and LSTM as meta-models. By incorporating the SMOTE technique 

to handle data imbalance, this research offers a more comprehensive approach to predicting stock market trends in 

Indonesia. The novelty of this study lies in its exploration of stacking combinations and the application of deep learning 

models in the meta-layer, which has not been extensively investigated in previous studies. This approach is expected 

to enhance prediction accuracy and provide more reliable insights for investors in making informed decisions based on 

stock market trends.  

Logistic Regression (LR) was chosen as the first meta-model due to its simplicity and effectiveness in combining 

predictions from multiple base models. LR is also known for its high interpretability, making it easier to understand 

the contribution of each base model to the final result. Moreover, LR can avoid overfitting because it has fewer 

parameters compared to more complex models, making it suitable for data with limited variation [9]. Meanwhile, 

LSTM was selected as the second meta-model due to its superior ability to handle sequential data and capture complex 

temporal patterns. In the context of stock market prediction, which is often influenced by historical trends and recurring 

patterns, LSTM can store long-term information that can enhance prediction accuracy. By using LSTM as the meta-

model, it is expected to better combine predictions from the base models, especially in capturing patterns that cannot 

be detected by traditional models [10]. 

In this research, the analysis of stock market rises and falls reported in online media is conducted using machine 

learning and deep learning approaches. The SMOTE is used to overcome data imbalance, where the amount of data for 

some classes is significantly less compared to others. This imbalance can lead the model to be more likely to predict 

the majority class, ultimately decreasing prediction accuracy for the minority class [11]. Therefore, the use of the 

SMOTE technique is expected to improve the model's performance in predicting stock market movements. 

To address this challenge, the study employs a combination of XGBoost and Random Forest as base models and 

evaluates the performance of two stacking methods: one with Logistic Regression as the meta model and another with 

LSTM as the meta model. This research contributes to a deeper understanding of how these ensemble methods can be 

optimized for stock market prediction in Indonesia and provides a basis for further research in integrating different 

machine learning and deep learning models to enhance forecasting performance. 

2. Literature Review  

Previous studies have discussed testing datasets with various algorithms, both single and combined. Table 1 is a 

previous study. 
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Table 1. Previous Research 

No Researcher Dataset Algorithm Accuracy 

1 [12] Media Sosial LSTM 72.85% 

2 [13] Stock Market Random Forest 81.2% 

3 [11] Diabetes SVM using SMOTE 
Without SMOTE: 83% 

With SMOTE: 85.4% 

4 [14] Air Quality Random Forest with SMOTE 
Without SMOTE: 82% 

With SMOTE: 90% 

5 [15] Stock Price Random Forest 58% 

The first study [12] applied the LSTM model on a social media dataset, achieving an accuracy of 72.85%. In the second 

study [13], Random Forest was employed to predict stock market trends, resulting in an accuracy of 81.2%, showing a 

strong performance for this dataset. In the third study [11], focused on diabetes prediction, the SVM algorithm was 

used with and without SMOTE. Without SMOTE, the accuracy was 83%, while applying SMOTE increased the 

accuracy to 85.4%, demonstrating SMOTE's effectiveness in handling imbalanced data. In the air quality prediction 

study [14], Random Forest was used with and without SMOTE. The accuracy improved from 82% without SMOTE to 

90% with SMOTE, further showing the importance of balancing data using SMOTE in improving model performance. 

Lastly, in a study predicting stock prices [15], Random Forest was used, but the accuracy was only 58%, highlighting 

the complexities involved in stock price prediction. 

In this research, SMOTE was used to address data imbalance, where the minority class has significantly fewer samples 

than the majority class. SMOTE generates new synthetic samples for the minority class by interpolating between 

existing minority class data points. Unlike traditional oversampling methods, which merely duplicate existing data, 

SMOTE creates more representative variations in the minority class data, allowing machine learning models to learn 

better patterns and reduce bias towards the majority class. In this study, SMOTE was applied before using algorithms 

like XGBoost, Random Forest, and LSTM to enhance predictive accuracy on imbalanced datasets. The results showed 

a significant improvement in model accuracy, particularly in the diabetes and air quality datasets, where accuracy 

increased from 83% to 85.4% and 82% to 90%, respectively. 

Additionally, the study employed the stacking technique, which combined XGBoost, Random Forest, and LSTM as 

base models, with Logistic Regression (LR) as the meta-model, alongside LSTM as an additional meta-model. Stacking 

leverages the strengths of each base algorithm to produce more accurate final predictions. The combination of SMOTE 

and stacking techniques proved to be effective in improving predictive performance on imbalanced datasets, 

particularly in disease prediction scenarios requiring high accuracy for minority classes. 

This study not only demonstrates that SMOTE can significantly improve machine learning model performance on 

imbalanced datasets, but also that combining stacking techniques with powerful algorithms like XGBoost, Random 

Forest, and LSTM can further optimize predictive accuracy. This offers a strong contribution to the development of 

more reliable and effective predictive models for both medical and non-medical applications. 

3. Methodology  

Figure 1 is a methodology flow that is used to facilitate the conduct of this research. 
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Figure 1. Research Methodology 

3.1. Input Data 

This figure illustrates the flow of the data analysis process starting with Data Input. In this context, the dataset used is 

a collection of news related to stock price movements. This data will then be processed to produce a prediction model 

that can be used to predict whether stock prices will rise or fall based on the information in the news. In the research, 

335 records were processed. 

3.2. Labelling 

After the data is entered, the next step is Labeling. At this stage, each news data in the dataset is labeled based on 

whether the news indicates the stock price will “Go Down” or “Go Up”. This labeling process is important because the 

machine learning model to be built requires labeled data to train the model. However, in this research, there is an 

imbalance of data, where the down labeling is only 335 records and up is 714 records. Figure 2 is the actual label 

distribution. 

 

Figure 2. Label Distribution 

3.3. SMOTE 

After labeling, the SMOTE technique is used to overcome the imbalance class problem. Class imbalance occurs when 

the amount of data from one class, it is seen that the up labels are much more than the down labels. SMOTE helps 

overcome this problem by synthesizing additional data for the minority class, so that the data distribution becomes 

more balanced and the model can learn better. Figure 3 is the dataset that has been balanced with the oversampling 

technique.  
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Figure 3. Balanced Dataset 

Oversampling is preferred over undersampling in this context for several reasons. First, undersampling reduces the size 

of the majority class by removing instances, which can lead to the loss of valuable information and potentially degrade 

the model's performance. In contrast, oversampling techniques like SMOTE increase the number of instances in the 

minority class by generating synthetic samples. This helps preserve all the information in the majority class while also 

enhancing the representation of the minority class. 

Moreover, SMOTE has the advantage of reducing overfitting, which is often associated with random oversampling 

techniques. Unlike random oversampling, which simply duplicates minority class instances, SMOTE generates new, 

synthetic instances by interpolating between existing ones. This approach not only balances the dataset but also helps 

the model learn more generalized decision boundaries, as the synthetic samples are spread throughout the feature space. 

In stock market prediction, maintaining the complexity and integrity of the dataset is crucial for capturing the subtle 

patterns that influence price movements. By using SMOTE, the study ensures that the model is exposed to a diverse 

range of scenarios without losing important information, which would be a risk with undersampling. This, in turn, leads 

to improved prediction performance and a more robust model that can better handle the inherent volatility and 

unpredictability of the stock market. 

3.4. Preprocessing 

The preprocessing stage is a crucial step in preparing text data for use in machine learning models. In this study, several 

common preprocessing techniques were applied, including tokenization, removal of punctuation, conversion of all text 

to lowercase, and removal of stop words [16]. The first step in this research involves data cleaning, which is used to 

remove links, symbols, and other unnecessary elements [17]. The subsequent preprocessing step is case folding, which 

is applied to convert all letters in the document to lowercase, accepting only characters from 'a' to 'z'. Non-alphabetic 

characters are removed and considered as delimiters [18]. 

The next step is tokenizing, which serves as the backbone for various digital applications, enabling machines to process 

and understand large amounts of textual data. By breaking down the text into manageable pieces, tokenization 

facilitates more efficient and accurate data analysis. Following the tokenizing stage is filtering, which is used to extract 

significant words from the tokenized output [19]. Common words that typically appear and do not carry meaningful 

information are referred to as stopwords, such as conjunctions like "and," "that," "which," "after," and others. The 

removal of stopwords can reduce the index size and processing time, and it can also lower the noise level. However, 

stopping does not always improve retrieval performance. Carelessly constructing a stopword list (referred to as a 

stoplist) can degrade the performance of the Information Retrieval (IR) system. There is no conclusive evidence that 

the use of stopping will always enhance retrieval performance, as results tend to vary across different studies [20]. In 

addition to these techniques, this study also employed stemming to further optimize the text representation. 

Stemming was used to reduce words to their root forms by removing suffixes such as “-ing,” “-ed,” or “-s.” This 

technique helps reduce the complexity of the data by consolidating morphological variations of the same word into a 

simpler form. For example, the words “running,” “runner,” and “runs” are all converted to the root word “run.” By 
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using stemming, the model can focus on the core meaning of different words that share the same root, thus reducing 

redundancy and improving efficiency during model training [21]. 

Stemming was chosen over lemmatization in this study because it is simpler and faster to implement and can yield 

sufficient results in the context of sentiment analysis and stock market trend prediction, where word variations typically 

do not significantly affect the overall meaning of the text. Additionally, the lemmatization process, which is more 

complex and requires additional information such as part of speech (POS) tagging, was not used due to considerations 

of time efficiency and computational resources [22]. 

After the stemming process, the processed text was then converted into numerical representation using the TF-IDF 

(Term Frequency-Inverse Document Frequency) technique. TF-IDF is used to measure the importance of a word in a 

document relative to the set of other documents in the dataset. A higher TF-IDF value indicates that the word is more 

important in the context of a particular document. This representation is then used as input for the machine learning 

models. 

3.5. TF-IDF 

TF-IDF is a widely used feature extraction method in text processing, which converts textual data into numerical values 

that can be utilized by machine learning algorithms. The TF-IDF value is calculated by multiplying two metrics: term 

frequency (TF), which measures how often a word appears in a document, and inverse document frequency (IDF), 

which measures how unique or rare the word is across the entire dataset. This combination allows TF-IDF to capture 

not only the relevance of a word within a specific document but also its importance across the whole dataset [23]. 

The choice of TF-IDF over other methods such as word embeddings (e.g., Word2Vec or BERT) in this study was based 

on several considerations. First, TF-IDF is simpler and more interpretable compared to word embeddings [24]. It 

provides a straightforward way to quantify word importance within a document, where each value in the TF-IDF vector 

clearly represents the significance of a specific word, making it easier to understand the contribution of each term to 

the model’s predictions [25]. Additionally, TF-IDF is better suited for small to medium-sized datasets like the one used 

in this study [26]. Word embeddings such as Word2Vec or BERT require larger datasets to be effectively trained 

because they are designed to capture complex semantic relationships between words. In contrast, TF-IDF does not rely 

on word context or large corpora, making it more appropriate for datasets with limited size and scope [27]. 

Moreover, methods like BERT and Word2Vec are computationally intensive, both in terms of training and inference. 

For instance, BERT utilizes deep neural networks that require significant computational resources, which may not be 

feasible in all research environments. On the other hand, TF-IDF is computationally efficient, making it a more practical 

choice for studies with limited resources. While word embeddings are capable of capturing deeper semantic meanings 

and contextual relationships between words, TF-IDF offers a good balance between complexity, interpretability, and 

computational efficiency, making it suitable for use in this study. 

3.6. Modeling with Machine Learning 

At this stage, the data that has been represented with TF-IDF is used to build a prediction model using two Machine 

Learning algorithms, namely XGBoost and Random Forest. Both algorithms are well-known in the machine learning 

world for their ability to handle complex datasets and provide accurate predictions [28], [29]. 

3.7. LSTM 

In addition to using traditional machine learning models, this research also involves LSTM, a type of artificial neural 

network that is particularly effective for processing sequence data such as text or time series [30]. Figure 1 shows the 

LSTM architecture used, which involves multiple LSTM layers with dropouts in between to prevent overfitting, as 

well as a softmax layer at the end to output predictions. Testing was performed with the application of Early Stopping, 

a technique used to stop training when the model begins to show signs of overfitting [31]. 

3.8. Stacking with Logistic Regression (LR) Meta model 

The first stacking technique is performed using XGBoost and Random Forest as base models, and Logistic Regression 

as a meta model. In this stacking technique, predictions from the base model will be used as input for the meta model, 
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which then provides the final prediction [32]. Logistic Regression was chosen as the first meta model because it is 

simple yet effective in combining predictions from several base models [9]. 

3.9. Stacking with LSTM Meta model 

The second stacking uses LSTM as the meta model. Like the first stacking, XGBoost and Random Forest are used as 

base models, but the prediction results from these base models are further processed by the LSTM model. The use of 

LSTM as a meta model is intended to capture complex patterns that may not be captured by simpler meta models such 

as Logistic Regression. 

3.10. Evaluation 

The last stage in this flow is Evaluation. Once the model has been trained and optimized, it is evaluated to see how 

well it can analyze stock price movements based on the news data. This evaluation is done to measure the performance 

of the model, for example in terms of accuracy, precision, recall, and other evaluation metrics, to ensure that the model 

is reliable for real-world use [33]. In this study, two main techniques were used to prevent overfitting: SMOTE and 

early stopping for the LSTM model. Overfitting is a common issue, especially when working with relatively small 

datasets, as the model tends to learn patterns and noise specific to the training data, which can lead to poor performance 

on new, unseen data. 

First, SMOTE was applied to address the problem of data imbalance, which is one of the factors contributing to 

overfitting. By balancing the number of instances between the majority and minority classes, SMOTE helps the model 

to learn patterns from the minority class as well, instead of only focusing on the majority class. This technique enhances 

the model's robustness and its ability to generalize better to new data. 

Second, for the LSTM model, early stopping was used as a preventive measure against overfitting. Early stopping 

monitors the model's performance on a validation set during training and automatically stops training when the model's 

performance starts to degrade or stagnate, indicating signs of overfitting. By halting the training process at the right 

time, early stopping prevents the model from over-learning the training data, thus preserving better performance on 

validation and test data. 

Although this study did not extensively employ techniques like cross-validation, regularization, or hyperparameter 

tuning, the combination of SMOTE and early stopping was sufficient to mitigate the risk of overfitting within the 

context of the dataset used. These two techniques provide a balanced approach, maintaining the complexity and 

performance of the model while effectively predicting stock market trends. For future research, additional techniques 

such as cross-validation and hyperparameter tuning could be explored to further enhance the model's resistance to 

overfitting and to ensure more generalizable results on a larger scale. 

4. Results and Discussion 

4.1. Result 

The first test results are using stacking with XGBoost and Random Forest based algorithms, for the meta model using 

logistic regression. Figure 4 is the classification report of stacking using LR. 

 

Figure 4. Classification Report Stacking using LR 

Figure 4 displays the results of the evaluation report of the binary classification model, which focuses on two classes: 

“up” and ‘down’. The metrics used to evaluate the model's performance include precision, recall, F1-score, and support. 

Precision measures how precise the model's prediction is when it says that data belongs to a certain class. For example, 
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a precision of 0.85 for the “up” class indicates that 85% of all “up” predictions made by the model actually belong to 

the “up” class. On the other hand, the precision for the “down” class is slightly higher at 0.86. 

Recall measures how good the model is at finding all instances that actually belong to a particular class. A recall of 

0.87 for the “up” class indicates that the model successfully found 87% of all “up” instances in the data. For the “down” 

class, the recall is slightly lower at 0.84. F1-Score, which is the harmonic mean of precision and recall, gives a more 

balanced picture of the model's performance. The F1-score of 0.86 for the “up” class shows that the model has a good 

balance between precision and recall. The F1-score for the “down” class is slightly lower at 0.85. Finally, the support 

shows the number of instances in the data that are actually in each class. There are 220 instances for the “up” class and 

209 instances for the “down” class. Overall, the model showed an accuracy of 0.86, which indicates a fairly good 

performance in predicting the “up” and “down” classes in the dataset used. 

This research also tested with the basic algorithm which can be seen in table 2. 

Table 2. Comparison Based Algorithm 

No Algorithm Accuracy Precision Recall F1-Score 

1 Random Forest 85% 85% 85% 85% 

2 XGBoost 82% 82% 82% 82% 

3 Logistic Regression 81% 81% 81% 81% 

Table 2 compares the performance of three machine learning algorithms namely Random Forest, XGBoost, and 

Logistic Regression. Based on key metrics such as accuracy, precision, recall, and F1-Score. The results from the table 

show that Random Forest has the best performance with 85% for all metrics. This indicates that Random Forest is very 

effective in predicting the classes in the dataset with low error rate and good consistency in prediction. Meanwhile, 

XGBoost performed slightly lower than Random Forest, with all metrics at 82%. While XGBoost is known to be strong 

in handling data with many features and interactions between features, in this context, Random Forest still excels in 

terms of overall performance. 

Then Logistic Regression, which has a metric of 81% for all parameters, shows the lowest performance among the 

three algorithms. Logistic Regression, although simpler and faster, does not seem to be able to handle data complexity 

as well as Random Forest and XGBoost. Furthermore, when these three models are compared with a stacking approach, 

which combines the strengths of multiple models, the end result can exceed the performance of any single model. In 

stacking, the predictions from Random Forest, XGBoost, and Logistic Regression are used together to make the final 

prediction, and get a 1% improvement to 86%. Thus, although Random Forest has shown the best performance 

individually, the combination of models through stacking can provide superior results. Then this study also uses ROC 

(Receiver Operating Characteristic). 

ROC is used to evaluate the performance of a classification model, particularly in the context of binary classification. 

It helps measure the model's ability to distinguish between positive and negative classes at various thresholds [34]. By 

displaying the relationship between the True Positive Rate (TPR) or Sensitivity and the False Positive Rate (FPR) at 

different threshold values, the ROC curve allows us to understand how well the model can predict the positive class 

without generating too many false positives. The AUC (Area Under the Curve) value derived from the ROC curve 

provides an overall indication of the model's performance. AUC ranges from 0.5 to 1, where a value of 0.5 indicates a 

model that is no better than random guessing, while a value of 1 indicates a perfect model. ROC is particularly useful 

for selecting and optimizing the appropriate threshold for a classification model and comparing the performance of 

several classification models. Figure 5 shows the ROC result of the Stacking Technique (Base Model: XGBoost & 

Random Forest. Meta Model: Logistic Regression). 
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Figure 5. ROC 

The ROC curve displayed indicates that the model has an AUC value of 0.91, which demonstrates a very good ability 

to distinguish between positive and negative classes. An AUC value close to 1 show that the model is able to identify 

most of the positive cases with a low error rate. Although the model's accuracy is 86%, this high AUC indicates that 

the model not only performs well overall but also effectively handles class imbalance.  

Furthermore, this research also compared using deep learning algorithm, LSTM. In addition, it also uses the stacking 

technique using the LSTM meta model. Table 3 is a comparison with LSTM. 

Table 3. Comparison Deep Learning Algorithm 

No Algorithm Accuracy Precision Recall F1-Score 

1 LSTM 83% 83% 83% 83% 

2 Stacking Meta Model With LSTM 83% 84% 84% 83% 

Table 3 compares the performance between the LSTM model and the Stacking approach with the LSTM Meta Model 

based on several evaluation metrics, namely accuracy, precision, recall, and F1-Score. The LSTM model itself 

performed quite well with 83% for all metrics, indicating a consistent ability to predict the data. However, when LSTM 

was used as a meta model in the stacking approach, there was a small increase in precision and recall, which rose to 

84% each, although accuracy and F1-Score remained the same at 83%. This shows that stacking with LSTM as a meta 

model is able to provide a slight improvement in identifying and capturing the correct class more precisely and 

consistently compared to stand-alone LSTM. This approach could provide an advantage in scenarios where prediction 

accuracy and the ability to capture all instances of a particular class are critical. 

In this study, the evaluation of model performance focuses on four main metrics: accuracy, precision, recall, and F1-

Score, as presented in table 1. These metrics were chosen because they are standard measures used to assess the 

predictive capability and overall effectiveness of classification models, especially in contexts where the balance 

between correctly identifying positive and negative classes is crucial. However, we acknowledge that these metrics 

alone may not provide a comprehensive assessment of the model's suitability for real-world applications, particularly 

in terms of computational complexity, training time, and scalability. 

The decision to prioritize these four metrics was based on their relevance to the specific goals of this study, which 

primarily aims to evaluate the accuracy and reliability of different models in predicting stock market trends. These 

metrics provide clear insights into how well the models can classify data points correctly and handle imbalanced 

classes, which are critical aspects for ensuring the practical utility of the models in a predictive context. 

Other important performance metrics, such as computational complexity, training time, and scalability, were not 

included in table 1 because the primary focus of this study was to compare the predictive performance of different 

machine learning models. The computational resources and time constraints of the research environment also 

influenced this choice, as conducting extensive experiments to evaluate these additional metrics would require 

significantly more resources and time than was available. In practical scenarios, these additional metrics indeed play a 

crucial role in determining the feasibility of deploying the model at scale. For future work, we plan to extend the 
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evaluation by considering these factors to provide a more holistic assessment of the model's applicability in real-world 

environments. This will include measuring the training time required for each model, the computational resources 

needed for inference, and the scalability of the models when applied to larger datasets. 

By focusing initially on accuracy, precision, recall, and F1-Score, this study aimed to establish a foundational 

understanding of each model's classification performance. Expanding the evaluation framework to include 

computational complexity, training time, and scalability will provide deeper insights and support the implementation 

of these models in practical, real-world applications. 

4.2. Discussion 

The results of stacking with Logistic Regression as a meta model, which obtained an accuracy of 86%, refer to the 

previous discussion where Random Forest and XGBoost were used as base models. In this approach, Logistic 

Regression as a meta model managed to combine the predictions from both base models more effectively, resulting in 

higher accuracy compared to individual models such as Random Forest, XGBoost, or even LSTM. When compared to 

stacking using LSTM as a meta model, which only achieved 83% accuracy, the approach with Logistic Regression 

clearly performed better. This shows that although LSTM is a powerful model, in this scenario, Logistic Regression as 

a meta model is better able to integrate the predictive power of Random Forest and XGBoost, thus providing superior 

results. Meanwhile, Random Forest as an individual model still performs very well with 85% accuracy, but is still 

slightly inferior to the stacking results using Logistic Regression. Therefore, the stacking approach with Logistic 

Regression as a meta model proved to be able to utilize the power of the base models more optimally, resulting in better 

accuracy and overall performance than the other models discussed. The following comparisons with previous research 

are presented in table 4. 

Table 4. Comparison With Previous Research 

No Researcher Algorithm Accuracy 

1 [17] SVM 84% 

2 [35] BiLSTM 79% 

3 [10] CNN-LSTM 85% 

4 [18] Random Forest 71% 

5 [36] Logistic Regression 84% 

6 This Study 
Stacking Technique (Based Model: XGBoost & Random Forest. Meta Model: 

Logistic Regression) 
86% 

Table 4 compares the accuracy results of various studies that use different algorithms to perform sentiment analysis. 

Research by Panji Bintoro, et al [17] used SVM and achieved an accuracy of 84.03%. Meanwhile, Ade Romahony, et 

al [35] with the BiLSTM approach obtained 79% accuracy, which is the lowest accuracy among all the studies listed. 

Research by Anam, et al [10] using the CNN-LSTM combination managed to achieve a fairly high accuracy of 85%. 

In contrast, research by Muhaddisi, et al [18] with Random Forest showed lower accuracy than the others, which was 

71%. Satya Abdul Halim Bahtiar, et al [36] used Logistic Regression and managed to get an accuracy of 84.58%, 

slightly higher than that obtained by Panji Bintoro with SVM. The study under discussion, which used a stacking 

technique with XGBoost and Random Forest as base models and Logistic Regression as a meta model, achieved the 

highest accuracy among all studies, at 86%. These results show that the stacking approach with Logistic Regression as 

a meta model is more effective in improving prediction accuracy compared to the use of individual models such as 

SVM, BiLSTM, CNN-LSTM, or Random Forest.  

The results of this study are planned to be implemented in the form of a web-based application with a graphical user 

interface (GUI). This application will serve as a tool for investors to identify stock market trends in real-time. By 

utilizing the developed stacking model, this application will allow users to input the latest market data and receive 

predictions on stock price movements quickly and accurately. The web application will provide features that enable 

investors to monitor stock price movements and receive optimal action recommendations, such as when to buy, sell, 

or hold stocks based on the model's predictions. With an interactive and user-friendly interface, this application will 
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assist investors in making more timely and informed investment decisions, thereby minimizing potential losses due to 

unforeseen market fluctuations. In addition, the application will be equipped with risk alert features that notify users 

of significant market changes or high potential losses. This feature is expected to help investors take preventive actions 

and reduce the risk of losses. Thus, the implementation of the stacking model in the form of a web application will not 

only make it easier for investors to access market predictions but also provide support in managing investment risks. 

Further development of this application could also include integration with stock trading platforms, allowing 

investment decisions to be automated based on the model’s predictions. This implementation is expected to help 

investors access relevant information more easily and make quicker decisions, thereby increasing profit opportunities 

and reducing the risk of losses [37], [38]. Through this application, the results of this study can be directly utilized by 

investors to support their investment decisions while providing a practical solution to address the challenges of applying 

stock market prediction models in the real world. 

5. Conclusion 

This research successfully demonstrated that the use of stacking technique with Logistic Regression as a meta model 

provides the most accurate results in predicting stock market trends in Indonesia, with accuracy reaching 86%. This 

technique outperformed various other machine learning and deep learning algorithms, including Random Forest, 

XGBoost, and LSTM, tested individually. The use of SMOTE to address data imbalance was also shown to 

significantly improve model performance. These results indicate that the stacking approach is able to integrate the 

strengths of multiple models, thus providing more accurate and reliable predictions. 

For future research, it is recommended to further explore the combination of other models in the stacking technique, 

as well as consider the use of more diverse data, including fundamental and technical data, to improve prediction 

accuracy. In addition, the application of more complex deep learning methods and testing with real-time data may 

provide better results and be more relevant to the ever-changing market dynamics. Further research can also explore 

the impact of various optimization techniques on the performance of stacking models. 
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