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Abstract 

This study addresses the challenges of accurately detecting breast cancer using machine learning (ML) models, particularly when handling 

imbalanced datasets that often cause model bias toward the majority class. To tackle this, the Synthetic Minority Over-sampling Technique 

(SMOTE) was applied not only to balance the class distribution but also to improve the model's sensitivity in detecting malignant tumors, which 

are underrepresented in the dataset. SMOTE was effective in generating synthetic samples for the minority class without introducing overfitting, 

enhancing the model's generalization on unseen data. Additionally, AdaBoost was employed as the meta model in the stacking framework, chosen 

for its ability to focus on misclassified instances during training, thereby boosting the overall performance of the combined base models. The 

study evaluates several models and combinations, with K-Nearest Neighbors (KNN) + SMOTE achieving an accuracy of 97%, precision, recall, 

and F1-score of 97%. Similarly, C4.5 + Hyperparameter Tuning + SMOTE reached 95% in all metrics. The stacking model with Logistic 

Regression (LR) as the meta model and SMOTE achieved a strong performance with 97% accuracy, precision, recall, and F1-score all at 97%. 

The best result was obtained using the combination of Stacking AdaBoost + Hyperparameter Tuning + SMOTE, reaching an accuracy of 98%. 

These findings highlight the effectiveness of combining SMOTE with stacking techniques to develop robust predictive models for medical 

applications. The novelty of this study lies in the integration of SMOTE and advanced stacking methods, particularly using AdaBoost and Logistic 

Regression, to address the issue of class imbalance in medical datasets. Future work will explore deploying this model in clinical settings for 

accurate and timely breast cancer detection. 

Keywords: Machine learning, Stacking, Adaboost, Hyperparameter Tuning, SMOTE 

1. Introduction 

Machine Learning algorithms are commonly used to address problems in various fields such as e-Commerce, 

education, health, and others [1]. The goal of machine learning is to make life easier and to provide accurate and 

measurable solutions. To achieve this, machine learning algorithms are utilized to discover new insights and data 

patterns, or to predict output values from a given set of input variables [2]. However, machine learning algorithms have 

some limitations, such as incomplete data leading to inaccurate results, which can significantly lengthen the 

programming process [3]. Furthermore, some studies have shown inconsistency in classification and detection when 

using basic algorithms [4]. Therefore, previous researchers have attempted to combine algorithms or introduce 

additional features or methods [5], [6], [7]. 

Efforts to improve machine learning have been conducted in various ways. For example, [8] enhanced the performance 

by using the SMOTE method to balance classes. Additionally, ensemble methods with boosting techniques, have been 

employed. Another study used stacking techniques to improve machine learning model performance [9], while 

hyperparameter tuning has also been applied to enhance performance [10]. Feature selection has been another approach 
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to improving performance [11]. Enhancements made by combining different methods or algorithms have generally 

resulted in better performance than using base algorithms alone. Therefore, this study also employs a combination of 

methods and algorithms. This research uses a breast cancer dataset processed with three base machine learning 

algorithms: K-Nearest Neighbors (KNN), Gaussian Naïve Bayes (GNB), and C4.5. KNN is chosen due to its intuitive 

nature, ease of implementation, and its ability to classify new data based on its proximity to existing classified data 

without requiring distribution assumptions, making it effective for data with non-linear relationships [12]. GNB, 

although assuming feature independence, is fast in training and inference, and is suitable for high-dimensional data 

with good probability estimation [13]. Meanwhile, C4.5, as a decision tree algorithm, can handle both numerical and 

categorical data, address missing data, and produce models that are easy to interpret with pruning techniques to reduce 

complexity [14]. 

Previous studies have shown that using KNN combined with grid search achieved 94.35% accuracy in detecting breast 

cancer [15]. Another study using GNB for breast cancer prediction achieved 88% accuracy [16]. Additionally, C4.5 

combined with Particle Swarm Optimization (PSO) was used for breast cancer classification, achieving 98% accuracy, 

an improvement from the previous experiment without PSO, which only achieved 93% [17]. Several previous studies 

have found that using other methods or algorithms can improve accuracy. 

This study also employs other methods to improve accuracy, including the SMOTE method for data balancing [18]. 

Without class balancing in imbalanced data, classification errors are likely. The SMOTE method can be used to enhance 

algorithm performance. Research conducted by [19] tested financial distress using SVM; without SMOTE, it achieved 

95%, and after using SMOTE, it reached 96%. However, SMOTE does not always improve accuracy; it can also reduce 

accuracy, as shown by [20], where the accuracy achieved with SVM RBF without SMOTE was 83%, but after using 

SMOTE, it decreased to 81%. Despite the reduction, the performance achieved using SMOTE did not result in 

overfitting [21]. 

Additionally, feature selection with Lasso is used to address high-dimensional data issues, minimizing the risk of 

overfitting during training [22]. The study also employs an ensemble method with stacking techniques, which combine 

the strengths of base algorithms with an additional model known as a meta-model [23]. The use of stacking is expected 

to improve model performance in detecting breast cancer. The data used in this research is a public dataset that can be 

accessed on Kaggle at https://www.kaggle.com/datasets/nancyalaswad90/breast-cancer-dataset/data. 

In the stacking phase, this study uses two machine learning algorithms as meta-models: Logistic Regression (LR) and 

AdaBoost. LR is often chosen as a meta-model in previous studies due to its ability to effectively combine predictions 

from base models in a simple and reliable manner [24]. AdaBoost is also used as a meta-model because it utilizes a 

boosting approach that iteratively focuses on correcting errors to improve the overall performance of the stack [25]. 

The study further employs Optuna for hyperparameter tuning. Optuna provides an efficient, flexible, and user-friendly 

solution for hyperparameter optimization, making it a powerful choice for automatically improving machine learning 

model performance [26]. By combining all these methods and algorithms with base algorithms, this study aims to 

achieve significant improvements in breast cancer detection. 

2. Literature Review  

Related Research has utilized various methods and datasets, both similar and different, related to diseases. Table 1 

shows previous studies. 

Table 1. Related Research 

No Researcher Model Improvement Technique Dataset Accuracy 

1 [27] MLP, DT SVM Stacking Classifier (LR) Heart Disease 86% 

2 [28] Naïve Bayes and LR Stacking Classifier (SVM) Breast Cancer 87% 

3 [29] 
RF, SGD, MLP, Adaboost, KNN, 

XGBoosrt, GBM, SVC, CART, ET 
Stacking Classifier (LR) Heart Disease 91% 

4 [30] 
Baseline (SGD+KNN), Boosting 

(GBM+XGB), and Bagging (ETC+RF) 

Stacking Classifier and 

Shaply Explainable AI 
Ovarian Cancer 96% 



Journal of Applied Data Sciences 

Vol. 6, No. 1, January 2025, pp. 71-85  

ISSN 2723-6471 

73 

 

 

 

5 [31] 
RF, SVC, KNN, LGBM, Bagging, 

Adaboost 
Stacking Classifier (LR) Heart Failures 80% 

Table 1 presents several studies that use various machine learning models, such as MLP (Multilayer Perceptron), 

Decision Tree (DT), Naïve Bayes, LR, Random Forest (RF), and others, combined with the Stacking Classifier 

technique. This technique is applied to improve model accuracy on various datasets, including Heart Disease, Breast 

Cancer, and Ovarian Cancer. For instance, in the first study, the MLP, DT, and SVM models combined with a Stacking 

Classifier achieved an accuracy of 86% for heart disease prediction. Other studies show that this technique can increase 

accuracy up to 96% on ovarian cancer datasets, highlighting that the Stacking Classifier method is highly effective in 

enhancing model performance, especially in the context of disease prediction. 

Although these studies exhibit relatively high accuracy, they do not address data balancing. Balancing data, particularly 

in the context of imbalanced datasets, aims to ensure that each class has a proportional number of samples, preventing 

the machine learning model from being biased towards the majority class. It can also increase accuracy for minority 

classes, thereby improving overall model performance [32]. 

Some drawbacks arise if data balancing is not performed. Overfitting on the majority class may occur, leading to 

misleading results, such as high accuracy that, when tested on other data, causes classification errors due to the poor 

performance of the minority class. This issue can be avoided by balancing data using methods such as SMOTE or 

ADASYN. 

This study uses SMOTE to address the problem of data imbalance, as SMOTE is superior to other data balancing 

methods due to its ability to generate new samples synthetically. Instead of merely duplicating data from the minority 

class, as in conventional oversampling methods, SMOTE creates new data by interpolating between existing minority 

class data points. This helps reduce the risk of overfitting, commonly seen in traditional oversampling methods, and 

provides the model with more diverse patterns from the minority class. As a result, SMOTE is more effective at 

improving machine learning model performance on imbalanced datasets [33]. 

Additionally, the study employs the Stacking technique to improve accuracy. Stacking combines predictions from 

several models and uses another model as a meta-model to generate the final prediction [34]. As shown in table 1, 

several studies demonstrate that Stacking significantly enhances classification performance, particularly when 

combined with robust algorithms like AdaBoost. Therefore, this study also compares meta-models between AdaBoost 

and Logistic Regression, while keeping the base algorithms the same (KNN, GNB, and C4.5). The combination of 

SMOTE and Stacking techniques has proven effective in improving the performance of heart disease prediction. 

3. Methodology  

Figure 1 illustrates the research methodology that facilitates the conduct of this study. The research begins with the 

input of a dataset related to breast cancer, followed by preprocessing the dataset. After that, modeling is performed 

using various algorithms and their enhancements. The final step is to evaluate the model using a confusion matrix. 
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Figure 1. Methodology Flow 

3.1.Dataset 

The breast cancer dataset used in this study is obtained from Kaggle and consists of 569 records. The dataset comprises 

numerical data, where each record contains numerical features that describe tumor characteristics such as size, texture, 

and cell edge clarity, which are then used to predict whether the tumor is benign or malignant. This dataset is well-

suited for application in machine learning models for classification tasks. 

3.2. Pre-processing 

Pre-processing is a crucial step in any machine learning project as it ensures that the data used in the model is clean, 

structured, and ready for analysis. In this study, pre-processing is carried out to address various challenges associated 

with the breast cancer dataset obtained from Kaggle, consisting of 569 numerical records. The pre-processing phase of 

this study involves comprehensive data cleaning on the utilized dataset. Data cleaning includes normalization 

techniques to ensure all features are on the same scale, thereby minimizing potential bias in the model [35]. 

Additionally, data transformations, such as log transformation, are employed to reduce skewness in the data 

distribution. These steps enhance the model's stability and performance during the analysis and prediction phases, 

ensuring more accurate and reliable results [36], [37]. 

3.3. Labelling 

The initial data has been labelled as 'benign' and 'malignant.' This is the basic stage where each record in the dataset is 

categorized to facilitate further classification. Figure 2 shows the initial labelling. 

 

Figure 2. Initial Labelling 

3.4. Handling Missing Values 

This step ensures that all data in the dataset is complete. However, if there are missing values, steps are taken to fill 

them using appropriate methods, such as filling with the mean or median values. Mean or median is used to fill missing 
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values in a dataset because both methods help maintain the original distribution of the data without introducing 

significant bias [38]. Using the mean is appropriate when the data is symmetrically distributed without outliers, as the 

mean provides a representative central tendency [39]. On the other hand, the median is preferred when the data contains 

outliers or is skewed, as the median is more robust against outliers and provides a more accurate representation of the 

central tendency in such distributions [40]. By using mean or median, the dataset becomes more complete, allowing 

for more accurate and reliable analysis without the interference of missing data. 

3.5. Handling Imbalanced Classes 

In this breast cancer dataset, the number of 'benign' cases is significantly higher than 'malignant' cases. Such class 

imbalance can cause machine learning models to predict the majority class (benign) with high accuracy while failing 

to detect the minority class (malignant), which is more critical. To address this issue, this study employs the SMOTE 

technique. SMOTE works by synthesizing new examples of the minority class (malignant) based on the existing data, 

thereby increasing the amount of data in that class and balancing the class distribution [41]. This way, the model can 

be trained to recognize patterns in both classes more effectively, enhancing its ability to detect malignant tumors. In 

addition, SMOTE can also work to help overcome the problem of overfitting caused by random oversampling [42]. 

Figure 3 shows the dataset after balancing with SMOTE. 

 

Figure 3. Dataset after SMOTE process 

3.6. Feature Scaling 

All numerical features in the dataset are scaled to the same range using normalization techniques. This is essential 

because certain machine learning models, such as KNN, are very sensitive to data scale [43]. 

3.7. Dimensionality Reduction 

Dimensionality Reduction is the process of reducing the number of features (dimensions) in a dataset, aiming to 

improve the efficiency and accuracy of machine learning models by eliminating less important features [44]. In this 

study, the Lasso (Least Absolute Shrinkage and Selection Operator) technique is used to select and retain only the most 

relevant features [22]. Lasso is chosen for breast cancer research due to its ability to automatically perform feature 

selection, reduce overfitting, and enhance model interpretability. It sets the coefficients of less important features to 

zero, retaining only the most relevant features for diagnosis. This results in a simpler, more stable, and accurate model, 

while making it easier to interpret by focusing on the key factors that truly impact the prediction. The process is 

conducted twice in this study: once before using SMOTE and once after using SMOTE. 

Initial Feature Selection, before applying SMOTE, Lasso is used to identify and remove features with little or no 

contribution to the predictions. This reduces model complexity and prevents overfitting on unbalanced data. After 

irrelevant features are removed, the resulting dataset has fewer but more informative features. Machine learning models 

trained on this dataset tend to be faster and more accurate. Figure 4 shows the results of the Lasso process. 

Reevaluating Features After Balancing, after balancing the dataset with SMOTE, the class distribution becomes more 

balanced, which can affect the importance of some features. Therefore, Lasso is reapplied to reassess the relevance of 

each feature in the context of the balanced dataset. By balancing classes, Lasso can identify new significant features or 

eliminate features that are no longer relevant after class balancing. This ensures that the model built after SMOTE uses 
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only truly important features, enhancing the model's performance and generalization on more balanced data. Figure 5 

shows the Lasso results after balancing. 

  

Figure 4. Lasso Process Results Figure 5. Lasso Process Results after Balancing 

3.8.Modeling 

After preprocessing, the next step is to build and test different machine learning models to detect breast cancer. The 

models used in this study include a combination of base algorithms and ensemble techniques to achieve optimal 

performance. Table 2 shows the models tested in this study. Each model is also tested with the dataset balanced using 

SMOTE to see how class balancing affects model performance. 

Table 2. Model Tested 

No Model No Model 

1 KNN 11 KNN + Hyperparameter Tuning 

2 C4.5 12 C4.5 + Hyperparameter Tuning 

3 GNB 13 GNB + Hyperparameter Tuning 

4 Stacking LR 14 Stacking LR + Hyperparameter Tuning 

5 Stacking Adaboost 15 Stacking Adaboost + Hyperparameter Tuning 

6 KNN + SMOTE 16 KNN + SMOTE + Hyperparameter Tuning 

7 C4.5 + SMOTE 17 C4.5 + SMOTE + Hyperparameter Tuning 

8 GNB + SMOTE 18 GNB + SMOTE + Hyperparameter Tuning 

9 Stacking LR + SMOTE 19 Stacking LR + SMOTE + Hyperparameter Tuning 

10 Stacking Adaboost + SMOTE 20 Stacking Adaboost + SMOTE + Hyperparameter Tuning 

3.8.1. Base Algorithm 

KNN: This algorithm classifies data based on its proximity to other data points in the feature space [45]; C4.5 (Decision 

Tree): This algorithm builds decision trees based on attributes in the dataset to perform classification [46]; GNB: A 

probabilistic algorithm that uses Bayes' Theorem with an assumption of independence among features [47]. 

3.8.2. Ensemble Learning 

Stacking with Logistic Regression: Logistic regression is used as a meta-model to combine predictions from base 

models (KNN, C4.5, and GNB) into a more accurate final prediction [48]; Stacking with AdaBoost: In addition to 

logistic regression, AdaBoost is also used as a meta-model, focusing on improving predictions by placing more weight 

on errors made by the base models in previous iterations; Combining KNN, C4.5, and GNB offers several advantages. 

This integration leverages the unique strengths of each algorithm to handle complex data more effectively. KNN, C4.5, 
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and GNB complement each other in handling non-linear data, model interpretability, and inference speed. Additionally, 

this combination can reduce the risk of overfitting, as the resulting model can better manage diverse data patterns. The 

outcome is improved accuracy and robustness, making the model more stable and capable of handling various data 

types with more consistent performance. 

3.8.3. Hyperparameter Tuning with Optuna 

Hyperparameter tuning was conducted to find the optimal parameter combinations for each algorithm, including 

maximum depth (max_depth) and minimum samples per split (min_samples_split) for C4.5, as well as other parameters 

such as the number of neighbors (n_neighbors) for KNN and smoothing variance (var_smoothing) for GNB. By 

optimizing these hyperparameters, the models can be fine-tuned to achieve a better balance between bias and variance, 

thereby reducing the risk of overfitting after applying SMOTE. Optuna was chosen for this process due to its capability 

to efficiently and adaptively search the hyperparameter space, allowing for a broader exploration and ultimately 

improving overall model performance [49]. 

3.9. Model Evaluation 

The performance of each model is evaluated using metrics such as accuracy, precision, recall, and F1-score, with a 

confusion matrix used to understand the predictive performance of each model. 

4. Result and Discussion 

4.1. Algorithm Based 

In this study, tests were conducted on three commonly used base algorithms for classification, namely KNN, C4.5, and 

GNB. The purpose of these tests was to evaluate the performance of each algorithm in detecting breast cancer based 

on the dataset used. Table 3 shows the results of the tests with the base algorithms. 

Table 3. Tests With Base Algorithm 

No Model Accuracy Precision Recall F1-Score 

1 KNN 95% 95% 95% 95% 

2 C4.5 96% 96% 96% 96% 

3 GNB 93% 93% 92% 92% 

4 KNN + SMOTE 97% 97% 97% 97% 

5 C4.5 + SMOTE 95% 95% 95% 95% 

6 GNB + SMOTE 95% 95% 95% 95% 

KNN initially achieved an accuracy of 95%, with precision, recall, and F1-score also at 95%. This indicates that KNN 

has balanced and fairly reliable performance in detecting tumors. After applying the SMOTE technique, which balances 

class distribution in the dataset, KNN’s performance increased significantly. Accuracy rose to 97%, as did precision, 

recall, and F1-score, all reaching 97%. This improvement shows that KNN benefited from class balancing, which 

helped the model better identify malignant tumor cases. 

Next, C4.5 initially showed very good results with an accuracy of 96%, as well as precision, recall, and F1-score each 

at 96%. However, after SMOTE was applied, accuracy and other metrics slightly decreased to 95%. This decrease 

could be due to the fact that decision tree models like C4.5 might be more prone to overfitting when classes are balanced 

by synthesizing new data. 

Lastly, GNB a probabilistic model, showed initial accuracy of 93% with precision and F1-score both at 93%, but recall 

was slightly lower at 92%. After applying SMOTE, GNB’s performance improved, with accuracy, precision, recall, 

and F1-score all rising to 95%. This suggests that GNB was able to leverage the more balanced data to enhance its 

ability to classify malignant tumor cases. 

Overall, the test results indicate that applying SMOTE generally improved the performance of the models, particularly 

with the KNN and GNB algorithms. KNN showed the most significant improvement in accuracy and other metrics 

after using SMOTE. However, the results for C4.5 suggest that the effect of SMOTE can vary depending on the 
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algorithm used and that in some cases, data balancing can reduce performance due to overfitting or increased model 

complexity. 

4.2. Stacking 

Before discussing the test results with the stacking technique, it is important to first understand the basic performance 

of each algorithm used as a base model. In the initial stage, tests were conducted on the three main algorithms, KNN, 

C4.5, and GNB. These tests aimed to evaluate the performance of each algorithm individually, both in standard 

conditions and after applying SMOTE, a technique used to balance an imbalanced dataset [29]. These test results will 

serve as a basis for comparison to understand how much improvement is provided by the stacking technique, which 

combines the strengths of several models using LR and AdaBoost as meta models. Table 4 shows the results of testing 

using the stacking technique and its impact on accuracy, precision, recall, and F1-score. 

Table 4. Tests with Stacking Technique 

No Based Model Meta model Accuracy Precision Recall F1-Score 

1 KNN, C4.5, GNB LR 96% 96% 96% 96% 

2 KNN, C4.5, GNB Adaboost 96% 95% 96% 96% 

3 KNN, C4.5, GNB + SMOTE LR 97% 97% 97% 97% 

4 KNN, C4.5, GNB + SMOTE Adaboost 95% 95% 95% 95% 

Testing with the stacking technique produced interesting results when compared to the tests with the base algorithms. 

When the three algorithms KNN, C4.5, and GNB were combined using LR as the meta model, the results showed 

consistent accuracy, precision, recall, and F1-score of 96%. This indicates that Logistic Regression as a meta model 

was able to effectively combine the strengths of the three base models, resulting in optimal performance. 

When the same combination was tested with AdaBoost as the meta model, the results were slightly different. Although 

accuracy remained the same at 96%, precision slightly decreased to 95%, while recall and F1-score remained at 96%. 

This small drop in precision suggests that while AdaBoost is known for its strength in boosting model performance, 

Logistic Regression is more consistent in maintaining precision in this specific combination. 

The application of SMOTE to balance the dataset before performing stacking with Logistic Regression as the meta 

model provided a significant performance boost. Accuracy, precision, recall, and F1-score all increased to 97%, 

indicating that class balancing through SMOTE helped the model better recognize patterns from the minority class, 

particularly in the context of breast cancer detection. In contrast, when SMOTE was applied and AdaBoost was used 

as the meta model, the results showed a slight drop in performance across all metrics (accuracy, precision, recall, and 

F1-score) to 95%. This may indicate that the combination of AdaBoost with the balanced dataset does not always yield 

better results, depending on the characteristics of the dataset. 

Overall, the stacking technique with Logistic Regression as the meta model showed consistent and strong results, 

especially after applying SMOTE. In contrast, while AdaBoost also provided good results, certain combinations with 

SMOTE may require further adjustments to achieve optimal performance. This comparison highlights the importance 

of choosing the right meta model and considering the effects of techniques like SMOTE in improving overall model 

performance. 

4.3.  Hyperparameter Tuning Addition 

Before discussing further the results of testing with the addition of hyperparameter tuning, it is important to understand 

how tuning can enhance the performance of machine learning models. Hyperparameter tuning is the process of 

adjusting model parameters that are not optimized during training to find the combination of parameters that provides 

the best performance on the given data [30]. In this study, tuning was performed on several individual algorithms such 

as KNN, C4.5, and GNB, as well as on stacking techniques using LR and AdaBoost as meta models. Additionally, 

some tests were also conducted by combining hyperparameter tuning with SMOTE, a technique used to balance an 

imbalanced dataset. Table 5 shows the results of testing, demonstrating how the combination of various techniques 

affects the accuracy, precision, recall, and F1-score of each model. 
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Table 5. Testing With Added Hyperparameter Tuning 

No Model Accuracy Precision Recall F1-Score 

1 KNN + Hyperparameter 96% 97% 96% 96% 

2 C4.5 + Hyperparameter 96% 96% 96% 96% 

3 GNB + Hyperparameter 94% 94% 93% 93% 

4 KNN + Hyperparameter + SMOTE 97% 97% 97% 97% 

5 C4.5 + Hyperparameter + SMOTE 95% 95% 95% 95% 

6 GNB + Hyperparameter + SMOTE 95% 95% 95% 95% 

7 Stacking LR + Hyperparameter 96% 97% 96% 96% 

8 Stacking Adaboost + Hyperparameter 95% 95% 95% 95% 

9 Stacking LR + Hyperparameter + SMOTE 97% 97% 97% 97% 

10 Stacking Adaboost + Hyperparameter + SMOTE 98% 98% 98% 98% 

The table presented shows the results of tests conducted after adding hyperparameter tuning to various machine learning 

models, both individual algorithms and model combinations using stacking techniques. After hyperparameter tuning 

was performed, KNN showed an increase in accuracy to 96%, with precision at 97%, recall at 96%, and F1-score at 

96%, indicating that tuning successfully optimized KNN's performance. C4.5 also experienced an improvement, with 

all performance metrics at 96%, demonstrating that hyperparameter tuning helped maintain the model's overall 

performance. For GNB, although there was a slight increase in accuracy and precision after tuning, its performance 

remained lower than that of KNN and C4.5, with an accuracy of 94% and an F1-score of 93%. 

When SMOTE was applied alongside hyperparameter tuning, KNN achieved a higher accuracy of 97%, with all other 

metrics also at the same level. This shows that the combination of SMOTE and hyperparameter tuning is very effective 

in improving KNN's ability to detect patterns from the minority class. On the other hand, with C4.5, the addition of 

SMOTE after tuning reduced accuracy to 95%, which may be due to the additional complexity from the synthetic data 

generated by SMOTE. GNB, after the application of SMOTE, showed an improvement in performance, with all metrics 

increasing to 95%, indicating that GNB was able to effectively utilize the more balanced data, although the 

improvement was not as significant as with KNN. 

In testing with stacking techniques, the use of Logistic Regression as the meta model after tuning resulted in an accuracy 

of 96%, with precision at 97%, recall at 96%, and F1-score at 96%. This indicates that the stacking model also benefited 

from tuning, providing very balanced and accurate results. When AdaBoost was used as the meta model, the results 

were slightly lower, with all metrics at 95%, indicating that Logistic Regression may be more effective in leveraging 

hyperparameter tuning in this combination. 

The best results were obtained when SMOTE was applied together with hyperparameter tuning and stacking. The 

combination of Logistic Regression as the meta model with SMOTE and tuning resulted in an accuracy of 97%, while 

the combination with AdaBoost as the meta model provided the greatest increase, with accuracy and all other 

performance metrics reaching 98%. This shows that the use of SMOTE and hyperparameter tuning, especially when 

combined with AdaBoost as the meta model, can produce very high performance in detecting patterns from a more 

balanced dataset. Furthermore, using Receiver Operating Characteristic (ROC) needs to be done to measure the ability 

of the model to distinguish classes, compare the performance of several models, and determine the optimal threshold 

[50]. Figure 6 is the ROC result of Stacking Adaboost + Hyperparameter + SMOTE. 
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Figure 6. ROC 

The Stacking model with AdaBoost, Hyperparameter Tuning, and SMOTE shows excellent performance with an AUC 

of 0.99. This indicates the model's near-perfect ability to distinguish between positive and negative classes, with a low 

error rate in classification. The combination of these methods successfully improves sensitivity to the minority class 

without compromising overall accuracy. 

4.4. Overall Discussion of Test Result 

In this study, various data processing techniques and machine learning models were tested to detect breast cancer based 

on the available dataset. The testing involved base algorithms such as KNN, C4.5, and GNB, both individually and in 

combination with model aggregation techniques (stacking) and hyperparameter tuning. Additionally, the SMOTE was 

applied to balance class distribution in a dataset that was initially imbalanced between 'benign' and 'malignant' classes. 

In the initial tests without applying SMOTE or hyperparameter tuning, KNN, C4.5, and GNB showed good 

performance with accuracies of 95%, 96%, and 93%, respectively. However, when SMOTE was applied to balance the 

dataset, there was a significant increase in performance for KNN and GNB, with accuracies rising to 97% and 95%, 

respectively. This increase indicates that SMOTE is effective in helping models better recognize patterns from the 

minority class, especially in detecting critical malignant cancer cases, which are fewer in the dataset. 

Next, the application of hyperparameter tuning also showed a positive impact on model performance. For KNN, tuning 

successfully increased accuracy to 96%, while C4.5 showed a similar improvement. GNB, although it improved after 

tuning, still showed lower performance compared to the other two algorithms. When SMOTE was combined with 

hyperparameter tuning, KNN showed the highest performance increase, with accuracy reaching 97%. C4.5 and GNB 

achieved accuracies of 95%. These results confirm that the combination of SMOTE and hyperparameter tuning 

provides optimal results for KNN. However, for C4.5, the additional complexity from the synthetic data may have 

reduced model performance. 

Further tests were conducted using stacking techniques, where LR and AdaBoost were used as meta models to combine 

the strengths of several base models (KNN, C4.5, and GNB). The results showed that when LR was used as the meta 

model, the achieved accuracy was 96%, with balanced precision, recall, and F1-score. Conversely, AdaBoost as the 

meta model showed a slight decrease in precision, although it still produced strong results. However, the combination 

of SMOTE with stacking and hyperparameter tuning resulted in the most significant performance increase. When LR 

was used as the meta model with the combination of SMOTE and tuning, accuracy reached 97%. Meanwhile, AdaBoost 

in the same combination achieved the highest accuracy of 98%, with all performance metrics at the same level. 

Overall, this study shows that techniques such as SMOTE, hyperparameter tuning, and stacking can significantly 

improve the performance of machine learning models in detecting breast cancer. SMOTE has proven to be very useful 

in addressing class imbalance issues, while hyperparameter tuning helps optimize model parameters for better 

performance. The stacking technique, especially when combined with AdaBoost and tuning, provides very satisfactory 

results, showing great potential in developing more accurate and reliable predictive models for medical applications. 

This study also improves on previous research, as shown in table 6. 
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Table 6. Comparison With Previous Research 

No Researcher Dataset Model Accuracy 

1 [51] Heart Disease Weighted KNN 93.28% 

2 [52] 
Disease Prediction from Various 

Symptoms 

Naïve Bayes (The proposed optimized model by FCBF, 

PSO and ACO) 
86.10% 

3 [53] Skin Cancer SVM 96.90% 

4 [54] Breast Cancer Ensemble Meta-Model 90.00% 

5 [55] Heart Disease 
Voting Ensemble (DT, RF, NB, LR, SVM, Gradient 

Boosting, XGBoost) 
96.75% 

6 [56] Heart Disease KNN 91.99% 

7 [57] Heart Disease XGBoost with GridSearchCV 87.02% 

8 [58] Breast Cancer Random Forest 80.00% 

9 [59] Breast Cancer Random Forest 96.49% 

10 This Study Breast Cancer Stacking Adaboost + Hyperparameter + SMOTE 98.00% 

Table 5 presents a comparison between your study results and previous research that used various models and datasets 

for disease prediction. In the first study, which used a Weighted KNN model to detect heart disease, the achieved 

accuracy was 93.28%. This shows that the weighted KNN model performs well in detecting heart disease. The second 

study used a Naïve Bayes model optimized with techniques such as FCBF, Particle Swarm Optimization (PSO), and 

Ant Colony Optimization (ACO) to predict various diseases based on symptoms. Despite these optimizations, the 

achieved accuracy was 86.1%, indicating decent performance, though it was still lower than several other models used 

in this study.  

The third study used a Support Vector Machine (SVM) to detect skin cancer and achieved an accuracy of 96.9%. This 

demonstrates the effectiveness of SVM in complex classification tasks like skin cancer detection. The fourth study 

involved the use of a ensemble meta model to breast cancer classification in general, with an accuracy of 90%, 

indicating that ensemble meta model is a very strong model for disease prediction. In the fifth study, an ensemble 

voting approach combining several models such as DT, RF, NB, LR, SVM, Gradient Boosting, and XGBoost was used 

to detect heart disease, achieving an accuracy of 96.75%. This accuracy highlights the advantage of the ensemble 

approach in enhancing model performance. 

The sixth and seventh studies also focused on heart disease prediction, with the KNN model achieving an accuracy of 

91.99%, and XGBoost with GridSearchCV achieving an accuracy of 87.02%. These studies show that while KNN 

provides good performance, optimizing the model with GridSearchCV can result in lower accuracy, suggesting that 

dataset complexity and characteristics have a significant impact. The eighth and ninth studies focused on detecting 

breast cancer using a Random Forest model. The results showed significant accuracy variation, with one study 

achieving only 80% accuracy, while another achieved 96.49%, indicating that model performance can vary greatly 

depending on specific implementation and data quality. 

This study used a Stacking approach with AdaBoost as the meta model, combined with hyperparameter tuning and 

SMOTE, yielding the highest accuracy of 98%. This places the current study above the others in Table 6 showing that 

this combination of optimization techniques is highly effective in detecting breast cancer, providing a significant 

improvement over other models tested on the same or similar datasets. 

5. Conclusion 

This study successfully demonstrated that the combination of Stacking technique, AdaBoost as a meta model, 

hyperparameter tuning, and SMOTE can significantly enhance the performance of machine learning models in 

detecting breast cancer. Using an imbalanced dataset, the application of SMOTE proved highly effective in balancing 

class distribution, thereby improving the model's sensitivity in detecting malignant tumors. Hyperparameter tuning also 

played a crucial role in optimizing each model's performance, leading to higher accuracy and balanced performance 

metrics. The best results were achieved with the combination of Stacking with AdaBoost and SMOTE, which reached 



Journal of Applied Data Sciences 

Vol. 6, No. 1, January 2025, pp. 71-85  

ISSN 2723-6471 

82 

 

 

 

an accuracy of 98%, surpassing other models in previous studies. In conclusion, this comprehensive approach not only 

improves model accuracy but also enhances model reliability in clinical applications, making it a potential tool for 

early breast cancer diagnosis. Further research could explore applying this technique to larger and more diverse datasets 

to ensure broader generalization of the proposed model. 
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