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Abstract 

This study analyzes data from the Open University Learning Analytics Dataset to evaluate how students' interactions with Virtual Learning 

Environment (VLE) materials influence their final outcomes. This research aims to formulate and build a novel predictive framework based on 

the Felder-Silverman and Machine Learning Model for student learning styles. Based on these objectives, this research provides novelty and 

contributions since it enhances student data analysis, uses a learning model using Felder-Silverman Learning Style Model (FSLSM) to give a 

more comprehensive understanding of students' learning styles, and improves prediction accuracy by introducing Artificial Neural Network 

(ANN) and feature selection using Random Forest. The data used includes 3 main files: vle.csv, which contains information about the materials 

and activities in the VLE; studentVle.csv, which records students' interactions with the materials; and studentInfo.csv, which provides 

demographic information of students and their final outcomes. The analysis process involved data merging and processing, including handling 

of missing values, data type conversion, as well as mapping activity types to learning style features based on the FSLSM. We use the Random 

Forest feature selection method, as well as data imbalance handling techniques such as oversampling, to improve model performance. The applied 

classification models include Logistic Regression, K-Nearest Neighbor, Random Forest, Support Vector Machine (SVM), and ANN. The analysis 

results showed that after tuning, the Random Forest model achieved 97% accuracy, while SVM achieved 97% accuracy as well, with better 

performance than previous studies. This research highlights the importance of comprehensive data integration and appropriate processing 

techniques in improving the accuracy of student learning style prediction. Based on the increase in accuracy results, it can be beneficial for more 

effective personalized learning and improve our understanding of students' learning style preferences. The research advances knowledge and 

provides practical applications for educators to tailor their teaching strategies. 

Keywords: Open University Learning Analytics Dataset (OULAD), Virtual Learning Environment (VLE), Felder-Silverman Learning Style Model (FSLSM), 

Random Forest, K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Artificial Neural Network (ANN), Data Analysis, Feature Selection, Data 

Imbalance Handling 

1. Introduction  

Learning Analytics and Educational Data Mining (EDM) are increasingly important fields in the realm of education, 

enabling the collection, analysis, and reporting of data about learners and their learning contexts [1]. Data analysis in 

an educational context plays a crucial role in understanding and optimizing the learning process and the environments 

in which it occurs [1]. Machine learning, as a branch of artificial intelligence, provides valuable insights into student 

learning processes through the utilization of collected data [2]. In the realm of educational institutions, machine learning 

can play a role in various aspects, ranging from learning content, teaching processes, assignment distribution, 

assessment processes, to monitoring student learning progress [2]. 

Studies have highlighted the importance of recording and analyzing data during the learning process to identify factors 

influencing student learning performance [3]. Through the application of machine learning techniques and data 

analysis, educators can gain profound insights into the dynamics of classroom learning [3]. This enables educators to 

design more targeted interventions and personalized learning strategies, ultimately enhancing the effectiveness of 
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learning [4]. The application of machine learning in an educational context can also aid in predicting student academic 

performance [5]. By leveraging big data generated from Virtual Learning Environments (VLE), deep learning models 

can predict student performance categories, assisting decision-makers in developing appropriate pedagogical policies 

[5]. Additionally, machine learning can predict risk factors such as depression and anxiety in students, enabling early 

identification and timely interventions [6]. 

The implementation of Learning Analytics can also enhance the interaction between computer-based evaluation data 

and classroom instruction [7]. By focusing on providing feedback to low-performing students, either by teachers or 

high-performing peers, this approach can improve students' understanding of learning materials [7]. Furthermore, data 

analysis can be used to evaluate the success of project-based learning, revealing insights through supervised machine 

learning assessment [8]. 

In addition, in the context of EDM, data quality is also a crucial factor that needs to be considered [10]. Research by 

Mukherjee [11] highlights the importance of improving data quality for EDM, especially in the context of education 

startups in India. High-quality data is a necessary foundation to ensure the accuracy and reliability of the prediction 

models built. Therefore, efforts to clean, integrate, and ensure the quality of education data is a crucial first step in 

overcoming the challenges in using data for student study type prediction. 

This research makes a significant contribution to the field of Learning Analytics and EDM by introducing a more 

comprehensive approach in analyzing students' learning preferences in VLE. Compared to the previous study by 

Ahmed Rashad Sayed, Mohamed Helmy Khafagy, Mostafa Ali, and Marwa Hussien Mohamed [12], which used only 

two tables of the OULAD dataset to analyze student interactions, this study expands the scope of analysis by 

incorporating a third table, student_info. This approach enables a more in-depth understanding of student profiles and 

their interaction patterns with the VLE platform, as well as how additional information from student_info affects the 

analysis results. 

In addition, this study utilizes the Felder-Silverman Learning Style Model (FSLSM) which is more detailed than the 

VAK model used in previous studies. This research not only relies on the four basic algorithms-KNN, SVM, Logistic 

Regression, and Random Forest-but also introduces Artificial Neural Networks (ANN) to improve the accuracy of 

student performance prediction. By performing feature selection using Random Forest, handling data imbalance 

through oversampling techniques, and performing hyperparameter tuning, this study shows significant improvements 

in the performance of machine learning models in classifying student learning preferences. We used Random Forest 

for feature selection in this study since this technique significantly impacts prediction and classification results [13], 

[14], [15]. Furthermore, the KNN, SVM, Logistic Regression, and Random Forest algorithms were used in the study 

since all of these algorithms were used in previous studies. 

This research is organized systematically to provide a thorough understanding of the topic at hand. After this 

introduction, the next chapter is the literature review, which will discuss in depth previous research relevant to the field 

of Learning Analytics and EDM, and provide a theoretical basis for this research. The research methods chapter will 

then describe in detail the approach used in this research, including data collection, feature selection, data imbalance 

handling, and the models and algorithms used for analysis. 

Next, the results chapter will present the main findings of this research, including the performance of the 

hyperparameterized machine learning model and the results of the comprehensive approach used. The discussion 

chapter will analyze and discuss the research results in the context of the existing literature review, and evaluate the 

contributions and implications of the findings to the field under study. Finally, the conclusion chapter will summarize 

the research results, highlight the main contributions, and provide recommendations for future research. The structure 

of this study is designed to provide a logical and structured flow so that readers can easily follow and understand each 

stage of the study. 
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2. Literature Review  

Learning analytics, a field that involves analyzing educational data to understand learning behaviors and optimize 

educational systems, has gained significant attention in recent years [16]. By delving into vast amounts of student data, 

including academic performance and interaction patterns with educational resources, machine learning algorithms can 

provide valuable insights into students' learning processes [17]. EDM techniques further enhance this understanding 

by analyzing data collected from educational environments to improve educational outcomes. FSLSM developed by 

Richard M. Felder and Linda K. Silverman in 1988, plays a crucial role in understanding students' learning styles and 

behaviors [18]. 

The FSLSM, with its dimensions like input (visual/verbal) and perception (sensory/intuitive), offers a framework to 

assess how students receive information and perceive it, influencing their learning experiences [19]. This model has 

been widely used in various studies to personalize education and predict student performance [20]. By incorporating 

the FSLSM into the design of learning materials and classroom interactions, researchers have observed improvements 

in student participation rates, test scores, and teacher intervention frequencies [21]. Additionally, the FSLSM has been 

instrumental in developing recommendation models for learning materials and selecting learning objects based on 

students' learning styles [22], [23]. 

Machine learning techniques, when applied to educational data, enable the creation of predictive models for student 

performance [24]. These models not only predict academic outcomes but also help in identifying factors that influence 

students' learning achievements in Massive Open Online Courses (MOOCs) [25]. Moreover, the FSLSM has been 

utilized to personalize learning in virtual learning environments by analyzing students' behaviors and mapping them to 

learning style features [26]. Such personalized approaches enhance the effectiveness of online learning by tailoring 

educational experiences to individual students' needs. 

In conclusion, this literature review highlights that Learning Analytics and Educational Data Mining play crucial roles 

in analyzing educational data to understand student learning behaviors and improve educational systems. The 

application of machine learning techniques and the FSLSM enables more accurate personalization of education and 

prediction of student performance, while approaches for handling imbalanced data, such as SMOTE and other 

combinatorial techniques, enhance classification performance. Integrating these methods into education supports the 

development of more effective and adaptive interventions tailored to individual student needs, as well as addressing 

the challenges of imbalanced data in classification tasks. 

3. Methodology  

Figure 1 illustrates the complex and structured methodological flow of this research: 

 

Figure 1. Research Steps 

Figure 1 presents the complete flow of the research process, starting from data processing to classification. Initially, 

the data is taken from the Open University Learning Analytics (OULAD) dataset which is then processed through 
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several stages [27]. In the preprocessing stage, data from various sources were merged, the data format was changed 

to facilitate analysis, and missing data was handled to produce a completer and more accurate dataset. 

Next, students' learning activities were classified according to the FSLSM, which includes active or reflective, sensing 

or intuitive, visual or verbal, and sequential or global aspects. Each of these categories is then numerically coded 

through a label encoding process to facilitate algorithm processing. 

Subsequent processes include dimensionality reduction to reduce model complexity without losing important 

information and feature selection using the Random Forest method to identify the most relevant features. The data was 

then divided into training data (80%) and test data (20%) to validate the model. Handling of unbalanced data is done 

to ensure that the model can generalize well across all classes. 

The final stage is classification using the predefined model, followed by hyperparameter tuning to improve prediction 

accuracy. Each stage is designed to ensure the quality of the data used and the reliability of the classification results, 

which is critical for learning analytics applications. The process detects students learning styles based on their behavior 

and interactions with the VLE, which will be described in detail. 

3.1. Data Collection 

The data used in this study is data from OULAD. This data includes various information about student learning 

activities, including demographic data, data on student interactions with the learning system, and student academic 

results. The data set contains data on 7 courses, 32.593 students, test scores, and VLE interactions (10.655.280 entries 

per day). It also has the results of their test quizzes and homework. For this research, a subset of 4,327,256 data entries 

was used. 

Student demographics include age, gender, and educational level, along with course enrollment details such as course 

codes, titles, and start/end dates. Learning activities track how students engage with materials, including accessing 

course information, submitting assignments, participating in discussions, and using multimedia tools. Assessment data 

provides insights into student performance on quizzes, exams, and assignments. Clickstream data captures navigation 

patterns, time spent on different pages, and interactions with course tools in the online learning environment. Style 

data, recorded in student profiles or as independent records, comprises categorical variables reflecting preferred 

learning styles. Analyzing clickstream data can reveal insights into students’ learning behaviors and preferences, 

indicating their preferred approaches. For instance, visual learners may engage more with multimedia presentations, 

while auditory learners might spend more time on audio lectures and discussions. 

3.2. Data Preprocessing 

Data pre-processing ensures the dataset is clean and suitable for analysis by merging three tables such as VLE, 

StudentVLE, and StudentInfo. This involves an inner join on matching columns to create a comprehensive dataset of 

student interactions with learning modules. The process includes converting data formats, handling missing values by 

replacing them with mode values, and mapping student activity data to the FSLSM learning style model, which 

identifies learning preferences. As shown in table 1, this mapping aligns various activity types with specific learning 

style features based on the FSLSM framework, facilitating a deeper understanding of how different activities 

correspond to individual learning preferences. Finally, label encoding transforms categorical data into numerical format 

for machine learning algorithms, enabling analysis of learning patterns and the development of personalized learning 

recommendations. 

Table 1. Mapping activity types to learning style features based on FSLSM 

Dimension FSLSM Classifications VLE Activity Type 

Processing Active/Reflective Forumng, oucollaborate, ouwiki, glossary, htmlsctivity 

Perception Sensitive/Intuitive oucontent, questionnaire, quiz, externalquez 

Input Visual/Verbal 
dataPlus, dualPane, folder, page, homepage, resource, url, ouelluminate, 

subpage 

Understanding Sequential/Global Repeatactivity, sharedsubpage 
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3.3. Dimension Reduction 

Dimension reduction is the process of reducing the number of features or variables in a dataset, which aims to remove 

irrelevant or redundant information. By reducing the dimensionality of the data, the model becomes simpler and more 

capable of generalization, thus reducing the risk of overfitting. Overfitting is a condition where the training data 

contains a lot of irrelevant information, referred to as meaningless data. 

3.4. Feature Selection 

Feature selection serves to select the most relevant and significant features. It involves selecting a subset of the original 

features that provide the most useful information to the model, with the aim of improving model performance and 

reducing overfitting. By eliminating irrelevant or redundant features, the model becomes simpler, faster to train, and 

easier to interpret. In addition, feature selection can also help reduce computational requirements and improve model 

generalization to new data. The feature selection method used is Random Forest. 

3.5. Data Splitting 

In this step, the data is divided into two main parts: training data and testing data. Training data, which accounts for 

80% of the data, is used to train the model to recognize patterns and relationships in the data. Meanwhile, the testing 

data, which accounts for 20% of the data, is used to test the performance of the model and evaluate the extent to which 

the model is able to provide accurate predictions on data that has never been seen before. With this division of data, 

the developed model is not only effective in learning the training data, but also has good generalization ability on new 

data. 

3.6. Handling Data Imbalance 

In this study, the dataset used has significant class imbalance, where some classes have a much smaller number of 

samples compared to other classes. This imbalance can result in a bias in the model, which tends to give more attention 

to the majority class and ignore the minority class. To address this issue, we applied several resampling techniques, 

namely ADASYN, RandomUnderSampler, and SMOTEENN, which are explained as follows: 

3.6.1. ADASYN (Adaptive Synthetic Sampling Approach for Imbalanced Learning) 

ADASYN is an adaptive oversampling technique that generates synthetic samples for minority classes, focusing on 

areas where the model struggles to learn, unlike traditional methods like SMOTE. Its main principle is to balance class 

distribution while preserving sample variability by creating more synthetic data for minority samples with fewer nearest 

neighbors compared to the majority class. This approach prioritizes areas needing additional data to enhance the 

model's ability to classify minority classes [28]. In this study, ADASYN is applied as the initial step to balance the 

class distribution by increasing the minority class samples until they are closer to the majority class. 

3.6.2. RandomUnderSampler 

After oversampling is done, the next step is to use RandomUnderSampler to reduce the number of samples from the 

majority class. This technique works by randomly reducing the number of samples in the majority class, so that the 

class distribution becomes more balanced [29]. RandomUnderSampler is used because even though ADASYN has 

increased the sample size of the minority class, the majority class still has a larger sample size. By reducing the size of 

the majority class, the model can be trained with a more balanced dataset without letting the majority class dominate 

the training process. The reduction is done randomly, thus preventing bias towards certain features from the majority 

class samples. 

3.6.3. SMOTEENN (Synthetic Minority Over-sampling Technique Edited Nearest Neighbors) 

As the final step in the data balancing process, we employ SMOTEENN, which combines SMOTE (Synthetic Minority 

Over-sampling Technique) and ENN (Edited Nearest Neighbors). SMOTE generates synthetic samples across the 

distribution of minority classes, while ENN cleans the dataset by removing noise, such as misclassified samples [30]. 

This approach not only balances the dataset quantitatively but also enhances its quality by eliminating outliers. By 

using SMOTEENN, we systematically add synthetic samples and remove noise, ensuring the model is trained on clean, 

balanced, and reliable data. 
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3.7. Classification 

Classification groups data into predefined categories based on predefined features. The process begins with the 

selection and extraction of relevant features from the pre-processed data. The machine learning model is then trained 

using labeled data, where each data sample has a known label or category. Once the model is trained, it can be used to 

predict the label of new unlabeled data [31]. Classification algorithms used include K-Nearest Neighbors (KNN), 

Support Vector Machines (SVM), Logistic Regression, Random Forest, and Neural Networks. 

3.8. Hyperparameter Tuning 

Hyperparameter tuning is the process of optimizing model performance. It involves adjusting model parameters that 

are not estimated from data, but rather predetermined. Two techniques used in hyperparameter tuning are Grid Search 

and Random Search. Grid Search is a method that tries every combination of hyperparameters from a predefined set of 

values, while Random Search selects hyperparameter values randomly from a defined distribution. Both techniques 

have their own advantages and disadvantages; Grid Search can find optimal combinations thoroughly but requires 

longer computation time, while Random Search is more efficient and can find good combinations faster in a large 

hyperparameter space. By choosing these hyperparameters, the model can achieve better performance and more 

generalization to new data. 

4. Results and Discussion 

In this section, we will show the content of the dataset and the preprocessing steps performed by the model used to 

prepare the dataset through the mapping process, and then discuss the experimental results. 

4.1. Data Collection 

This study used the OULAD dataset, but not all dataset files were used in this analysis. Of the various files available 

in the OULAD dataset, only three were selected, which are vle.csv, studentVle.csv, and studentInfo.csv. The vle.csv 

file contains information about the materials available on the VLE, including HTML pages and PDF files, and records 

student interactions with the materials. The studentVle.csv file records each student's interaction with the materials on 

the VLE, including the number of daily clicks on each material. Meanwhile, the file studentInfo.csv contains 

demographic information of students and their outcomes, such as gender, region of residence, highest level of 

education, disability status and module outcomes. By focusing on these three files, this research can evaluate how 

students' interaction with the materials on the VLE affects their final outcomes, without the need to consider data from 

other files in the OULAD dataset. 

4.2. Data Preprocessing 

At this stage, a series of data pre-processing steps have been performed to ensure the dataset is ready to be used in 

further analysis. The first step was the merging of data from vle, student_vle, and student_info to create a unified 

dataset. This process involved data cleaning to remove redundancies and inconsistencies through an inner join stage. 

Next, data conversion is performed to ensure that all variables are in the appropriate format, in this case some data with 

object data types are converted to categorical data. Another important step is the handling of missing values. The 

technique used is to replace null values with modes. By completing these steps, the dataset becomes cleaner and ready 

to be used in further stages of analysis, thus ensuring the results obtained from the analysis will be more accurate and 

reliable. 

Data after the merging process containing information related to student activities within a learning module. The 

columns include the module code, presentation, and unique student identification, followed by the number of clicks 

made by students on various activity types such as forums or homepages. Additional information includes gender, 

region, highest education, and age group. The table also records the number of previous attempts made by students in 

the module, the number of credits studied, whether the student has a disability, and the final result for the module. This 

data is used to analyze student engagement and performance within the learning module. 

Before conversion step, columns such as `code_module`, `gender`, and `region` were of type `Object`, while columns 

like `id_student`, `sum_click`, and `num_of_prev_attempts` were of type `Int64`. After conversion, the `Object` 

columns were changed to `Category`, allowing for more efficient data processing, particularly in machine learning 
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analysis. Numeric columns like `id_student` and `sum_click` remained as `Int64`, indicating that the numeric data 

types were not altered. This process aims to optimally prepare the data for analysis and modeling, including handling 

missing values by replacing them with the mode. 

Before handling, the "Null" column indicates that most columns have no missing values, except for the imd_band 

column which has 2,354,477 missing values. After handling, all columns, including imd_band, have a value of "0" in 

the "Null" column, indicating that all missing values have been replaced with modes. This step is important in data 

preprocessing to ensure a complete dataset ready for use in machine learning analysis or models, as well as maintaining 

consistency and accuracy without losing important information. 

Table 2 shows process of mapping student’s activity types in various learning activities involved analyzing their 

activities in VLE using the FSLSM. FSLSM classifies students' learning styles in several dimensions, namely 

Processing (Active/Reflective), Perception (Sensitive/Intuitive), Input (Visual/Verbal), and Understanding 

(Sequential/Global). The data collected includes various activities such as forum, homepage, oucontent, and 

oucollaborate. Each type of activity was categorized based on the relevant FSLSM dimensions. 

Table 2. Mapping activity types to learning style features based on FSLSM 

code_ module code_ presentation id_ student id_ site sum_ click activity_ type gender region 

AAA 2013J 28400 546652 4 forumng F Scotland 

AAA 2013J 28400 546652 1 forumng F Scotland 

AAA 2013J 28400 546614 11 homepage F Scotland 

AAA 2013J 28400 546714 1 oucontent F Scotland 

AAA 2013J 28400 546652 8 forumng F Scotland 

highest_ education imd_ band age_ band 
num_of_ 

prev_attempts 

studied_ 

credits 
disability final_ result 

HE Qualification 20-30% 35-55 0 60 N Pass 

HE Qualification 20-30% 35-55 0 60 N Pass 

HE Qualification 20-30% 35-55 0 60 N Pass 

HE Qualification 20-30% 35-55 0 60 N Pass 

HE Qualification 20-30% 35-55 0 60 N Pass 

The Label Encoding process is a crucial step in data processing before it is used in machine learning models. Label 

Encoding converts categorical data, which is originally text or symbols, into numbers so that it can be processed by 

machine learning algorithms that can generally only process numerical data. In the table, several categorical features 

such as module code, presentation code, gender, region, highest education, imd band, age band, num_of_prev_attempts, 

disability, final result, and study type have been converted into numerical values. 

4.3. Dimension Reduction 

The data to be used is a combination of learning styles with activity types and Student_VLE, which contains the number 

of clicks from each activity and id_site with a total input data of 4,327,256. In addition, to avoid overfitting because 

there are irrelevant data in the dataset, only data from the maximum value of the total clicks that have been made based 

on id_site is taken, resulting in data with a total of 6,268. We will get all the data features we need to start working on 

Feature Selection step.  

4.4. Feature Selection 

The use of Random Forest for feature selection is very helpful in identifying the features that are most relevant to the 

target variable study_type, thus facilitating the subsequent classification process. From the selection results, it can be 

seen that feature such as activity_type, sum_click, id_site, code_module, id_student, code_presentation, region, 

imd_band, studied_credits, and final_result have a significant influence on study_type, while features such as gender, 

highest_education, age_band, num_of_prev_attempts, and disability are less relevant. After selecting the features that 

influence the study_type, the data is divided into an 80% training set and a 20% test set. 

4.5. Handling Imbalance Data 

To address the issue of imbalanced data, where Class 3 has significantly more samples than other classes, we applied 

a data balancing technique. This involved using a combination of ADASYN, RandomUnderSampler, and 
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SMOTEENN. ADASYN adaptively adds samples from minority classes, RandomUnderSampler reduces samples from 

the majority class, and SMOTEENN cleans the final dataset by removing outliers and noise. This approach results in 

a more balanced dataset, enhancing the model's ability to classify samples from the minority class effectively. 

4.6. Classification  

In this study, the support vector machine, K-nearest neighbour, Random Forest, Logistic regression, and Artificial 

Neural Network were used as classification methods. The predicted variable in this scenario is each student's preferred 

learning method, while the characteristic is the VLE activity clicks in the VLE cycle. Sklearn, NumPy, and Pandas 

were the packages used for data preprocessing. Experiments were conducted using 80% of the data for each identified 

student training dataset, with the remaining 20% reserved for testing. The three scoring metrics were used to assess the 

model performance. As illustrated in table 3, the results of the algorithm performance when training with 80% of the 

data and testing with 20% without any tuning demonstrate the effectiveness of each classification method in predicting 

students' preferred learning methods. 

Table 3. The result of algorithm performance when training model 80 and test model 20 Without Tuning 

Algorithm Precision Recall F1-Score Accuracy 

Logistic Regression 94% 79% 85% 79% 

K-Nearest Neighbor (KNN) 69% 74% 71% 74% 

Random Forest 99% 99% 99% 99% 

Support Vector Machine (SVM) 94% 97% 96% 91% 

Artificial Neural Network (ANN) 94% 94% 94% 99% 

4.7. Classification With Tuning 

To enhance the performance of the Logistic Regression model, we implemented data normalization and hyperparameter 

tuning via GridSearch. This process yielded optimal hyperparameter combinations, resulting in significant 

improvements in model performance: Precision increased to 98%, Recall to 97%, F1-Score to 97%, and Accuracy to 

92%. 

For the KNN model, initial assessments indicated an imbalance in class distribution, leading to an accuracy of only 

74% with 5 neighbors. To address this imbalance, we employed an ensemble approach by combining KNN with other 

techniques through a Stacking Model, which resulted in an improved accuracy of 91%. 

In the case of Random Forest, initial calculations revealed issues with overfitting and class imbalance. By utilizing a 

pooling model, we allowed each tree in the forest to contribute to the final output, achieving an impressive accuracy of 

99%. However, to mitigate overfitting, we adjusted the min_samples_leaf parameter to 10, resulting in a more 

generalized model, albeit with a decrease in accuracy to 97%. This adjustment is beneficial in scenarios where stability 

and generalization take precedence over maximum training performance. 

For the SVM model, we employed GridSearch to identify the best hyperparameters, testing values for C (0.1, 1, 10), 

Gamma (1, 0.1), and various kernels (linear, polynomial, RBF, and sigmoid). The optimal configuration was found 

with C = 10, class_weight = balanced, and gamma = 0.1. Post-tuning, the SVM model exhibited significant 

improvements: Precision reached 95%, Recall 94%, F1-Score 94%, and Accuracy increased to 97%. 

In the case of the ANN, we conducted a GridSearch with combinations of hyperparameters, including hidden layer 

sizes ((50,50), (100,)), activation functions (tanh, ReLU), solvers (SGD, Adam), alpha values (0.001, 0.05), and 

learning rates (constant, adaptive). The best-performing configuration was found to be hidden_layer_size = (50,50), 

activation = ReLU, solver = Adam, alpha = 0.0001, and learning_rate = adaptive. After tuning, the ANN demonstrated 

improvements across all evaluation metrics, achieving Precision of 95%, Recall of 97%, F1-Score of 98%, and an 

Accuracy of 95%. 
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These results are summarized in table 4, which presents the performance metrics of each algorithm following tuning. 

When compared to the results compiled in table 5 from previous research, it is evident that our tuned models show 

substantial improvements in classification accuracy across all tested algorithms. 

Table 4. Result of algorithm performance when training model 80 and test model 20 With Tuning 

Table 5. Results from previous research 

The algorithms in table 4 outperform those in table 5 across most evaluation metrics, with Logistic Regression showing 

significant improvements in Precision, Recall, F1-Score, and Accuracy. KNN also has better Precision and Accuracy, 

though Recall is higher in table 5. Random Forest and SVM in table 4 demonstrate higher Precision and F1-Score, 

while SVM in table 5 has better Recall but lower Precision. ANN in table 4 excels overall, lacking a direct comparison 

in table 5. Performance differences stem from factors like Merge Data, Features used, Framework Learning Style, 

Handling Imbalance Data, and Hyperparameter Tuning outlined in table 6. 

Table 62. The difference between this research and previous research 

 Proposed Method Previous Research 

Dataset OULAD OULAD+Moodle LMS 

Merge Data Vle, StudentVle, and StudentInfo Vle and StudentVle 

Feature 

activity_type, sum_click, id_site, code_module, 

id_student, code_presentation, region, imd_band, 

studied_credits, final_result, and study_type 

id_site, code_module, 

code_presentation, id_student, date, 

sum_click, activity_type, and 

study_type 

Framework Learning Style Felder-Silverman Learning Style Model Visual, Auditory, and Kinesthetic 

Handling Imbalance Data 
ADASYN, RandomUnderSampler, and 

SMOTEENN 
Does not handle imbalance data 

Hyperparameter Tuning Use Hyperarameter Tuning for each algorithm Does not use Hyperparameter Tuning 

4.8. Discussion 

The results of our study indicate that after hyperparameter tuning, the machine learning model effectively classifies 

students' learning preferences based on their activities in the Virtual Learning Environment (VLE). Key methods such 

as Random Forest for feature selection and oversampling techniques to tackle data imbalance have significantly 

enhanced the model's accuracy and overall performance. 

In contrast to the research by Sayed et al., our analysis utilizing the OULAD dataset demonstrates several advancements 

that deepen our understanding of student interactions. Notably, we expand the data integration process by incorporating 

Algorithm Precision Recall F1-Score Accuracy 

Logistic Regression 98% 95% 97% 92% 

KNN 92% 91% 92% 91% 

Random Forest 95% 88% 92% 97% 

SVM 95% 94% 94% 97% 

ANN 95% 97% 98% 95% 

Algorithm Precision Recall F1-Score Accuracy 

Logistic Regression 91% 83% 81% 87% 

KNN 87% 91% 89% 73% 

Random Forest 86% 91% 90% 95% 

SVM 81% 99% 89% 96% 
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a third table, StudentInfo, alongside the VLE and StudentVLE tables. This integration allows us to explore the interplay 

between demographic factors and engagement, providing a richer perspective on academic outcomes. 

Our feature selection strategy also diverges from the previous study. While Sayed et al [12]. utilized a limited feature 

set including id_site, code_module, and activity_type. Our research incorporates additional variables such as region, 

imd_band, studied_credits, and final_result. This comprehensive approach captures the complexities of student 

engagement and enhances our ability to derive actionable insights. 

Moreover, our study employs advanced techniques like ADASYN, RandomUnderSampler, and SMOTEENN to 

address data imbalance, which the prior research did not adequately tackle. This proactive approach ensures that 

minority classes are properly represented, thereby strengthening the reliability of our model. 

We also adopt the Felder-Silverman Learning Style Model, which offers a more nuanced framework for understanding 

learning preferences compared to the Visual, Auditory, and Kinesthetic (VAK) model used in the previous study. This 

model considers multiple dimensions of learning, enriching our analysis of student engagement and success in the 

VLE. 

Our methodology includes hyperparameter tuning for various algorithms, such as KNN, SVM, Logistic Regression, 

Random Forest, and ANN. By employing GridSearch and cross-validation, we optimize hyperparameters based on 

metrics like Precision, Recall, F1-Score, and Accuracy, significantly improving predictive power. This meticulous 

approach contrasts with the previous study's lack of tuning, enhancing the robustness of our findings. 

Ultimately, our methodological advancements broaden the analysis scope and establish a new standard for future 

research in this domain, ensuring a more thorough understanding of student learning preferences in digital 

environments. 

5. Conclusion 

In conclusion, this study illustrates the significant impact of methodological steps on analyzing OULAD data, resulting 

in improved accuracy in predicting students' preferred learning styles. To further enhance the work, exploring strategies 

like ensemble methods or regularization to mitigate overfitting is essential. Techniques such as data preprocessing, 

mapping to the FSLSM, dimensionality reduction, and hyperparameter tuning greatly improved classification model 

performance, particularly Random Forest, which achieved 99% accuracy but showed signs of overfitting. Adjusting 

the min_samples_leaf parameter addressed this, enhancing generalization while maintaining 97% accuracy. 

Additionally, both SVM and ANN models demonstrated notable performance gains post-tuning, with SVM reaching 

97% accuracy and strong precision, recall, and F1-Score metrics. 

These findings highlight the potential for more effective personalization of learning experiences and deepen our 

understanding of students' learning style preferences. The insights advance knowledge in the field and provide practical 

applications for educators aiming to tailor their teaching strategies. Future research should explore other learning style 

models and diverse datasets to validate these findings, as well as investigate the long-term effects of personalized 

learning on student outcomes. Addressing these areas can enhance our understanding of learning preferences and 

improve educational practices across various settings. 
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