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Abstract 

Individuals with autism spectrum disorder are often characterized by complications in social interaction and communication, which can be 

attributed to disruptions in brain development affecting their perception and interaction with others. While ASD is not a treatable condition, early 

detection and diagnosis can significantly mitigate its effects. Recent advancements in artificial intelligence have enabled the development of 

novel diagnostic tools, which can detect ASD at an earlier stage than traditional methods. This study attempts to enhance and automate the 

diagnostic process by employing a variety of machine learning techniques to identify the most critical characteristics of ASD. To this end, we 

employed six state-of-the-art machine learning classification models, including Support Vector Machine, Random Forest, k-Nearest Neighbors, 

Logistic Regression, Decision Tree, and Naive Bayes classifiers, to analyze and predict ASD in toddlers. Our dataset comprises 1054 instances 

from a non-clinical ASD screening dataset for toddlers, sourced from the University of California-Irvine (UCI) Machine Learning repository. 

This data was collected using the ASDTests mobile application, which was developed based on Q-CHAT and AQ-10 screening tools. Our 

evaluation focused on a range of performance metrics, including accuracy, precision, recall, and F1-score, to assess the efficacy of each model. 

Notably, the Logistic Regression model demonstrated the highest accuracy in diagnosing ASD in toddlers, achieving a perfect score of 100% 

across all metrics. 
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1. Introduction 

Autism spectrum disorder (ASD) is among the most prevalent neurodevelopmental disorders, which impair social 

interaction and communication and lead to restricted interests and repetitive behaviors. Individuals with ASD have 

difficulties understanding others’ emotions and thoughts and often have difficulty communicating [1]. Traditional 

diagnostic methods for ASD, such as the Autism Diagnostic Interview (ADI) and the Autism Diagnostic Observation 

Schedule (ADOS), involve behavioral assessments conducted by healthcare providers and parents. These methods 

include several tests designed to evaluate specific aspects of day-to-day life, such as social interaction, attitude toward 

games and sports, and the use of everyday objects. However, these diagnostic processes can be lengthy and inefficient, 

often taking over three years in some cases. This extended timeline delays access to necessary interventions, such as 

speech therapy, behavioral treatment, and medications that improve daily functioning and social participation for 

individuals with ASD [2], [3]. 

The limitations of traditional diagnostic methods have significant consequences, including delayed intervention and 

reduced treatment efficacy. Children diagnosed with ASD between 18 and 36 months show a high level of diagnostic 

stability, which significantly enhances long-term outcomes and quality of life. Early intervention, initiated before 36 

months, improves language development, cognition, social skills, and adaptive behaviors. It also aids in developing 

effective communication skills, reducing communication challenges, and promoting daily living skills. Additionally, 
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early intervention is cost-effective, decreasing the need for intensive interventions and special education services in the 

future [4], [5], [6]. Considering these drawbacks in current diagnostic methods, researchers have turned to artificial 

intelligence (AI) and machine learning (ML) algorithms. The use of AI and ML algorithms to identify ASD has taken 

center-stage in recent times due to their ability to diagnose ASD more quickly and accurately, thereby minimizing the 

need for elaborate assessments, trained staff, and added resources for handling the growing number of cases associated 

with ASD [7], [8]. AI and ML have been used to develop models for detecting symptoms and treatment of several 

diseases such as diabetes, heart diseases, and cancer [9]. In several cases, researchers have discussed the potential of 

AI and ML in detecting ASD with better accuracy and effectiveness to mitigate the impact of ASD [10].  

Recent studies have exploited ML for ASD detection, and their preliminary results are quite encouraging. For example, 

the study by Bousidrah et al. [11] focused on the use of an ML framework that takes into account the diagnosis of ASD 

in children. The findings of the proposed ML technique suggest that it is an efficient tool that would lead to ASD 

diagnosis at a very early stage. The predictive models of case detections would help healthcare professionals for 

diagnosing ASD in young children. The experimental results associated with ASD detection have provided important 

information for healthcare professionals to better understand the most significant features to explore while diagnosing 

an ASD case. In another example, Rasul et al. [2] proposed advanced ML techniques to detect ASD and extract relevant 

features. Through AI, the diagnosis of health conditions can be made more reasonable, and the time saved in the 

treatment process is of utmost value for those who are likely to be suffering from ASD. Besides, the study evaluated 

eight different well-known classification models based on some performance metrics like accuracy, precision, recall 

(sensitivity), specificity, F1-score, AUC, kappa, and log loss. Experiments showed that the support vector machine 

model works best for the children dataset and logistic regression for the adult dataset. The artificial neural network 

model achieves an impressive accuracy of 94.24% when the hyperparameters are finely tuned. The study also examines 

five very popular clustering algorithms, which would help the reader understand how the model behaves when true 

labels are absent.  

Even in light of those advances, however, comprehensive research on the effectiveness of several ML algorithms for 

ASD detection remains limited. This study aims to bridge that gap by identifying ASD in toddlers at an early age using 

a variety of ML classification models. The ML classification models that were thoroughly investigated include Support 

Vector Machine (SVM), Random Forest (RF), k-nearest neighbors (KNN), Logistic Regression (LR), Decision Tree 

(DT), and Naive Bayes (NB). These classifiers were assessed in terms of accuracy, precision, recall, and F1 score. This 

study will be furthered in Section 2 with a literature review. Section 3 presents a demonstration of the dataset and 

classification methods used. Section 4 presents the experimental results, while a thorough discussion of those results 

takes place in Section 5. Finally, Section 6 concludes the findings. 

2. Related Works 

This section presents some studies that considered the effectiveness of several ML classification models applied for 

the early detection of ASD. Akter et al. [12] examined the use of ML techniques for the early detection of ASD. They 

investigated ASD datasets related to toddlers, adolescents, children, and adults using several feature transformation 

methods such as log, Z-score, and sine functions. Then they implemented several classification models on the 

transformed datasets and assessed the classification performance. Elaborating on the results, it was stated that SVMs 

performed the best for the toddler dataset, while Adaboost provided optimal results for the children dataset. For the 

adolescent dataset, Glmboost was effective, and Adaboost excelled once again on the adult datasets. Key feature 

transformations that improved classification included sine function on the toddler dataset and Z-score normalization 

on the children and adolescent datasets. This study emphasizes the significance of data pre-processing, feature 

engineering, and selection of appropriate ML classification models in the effective diagnosis of ASD. 

A comprehensive approach was presented by Bala et al. [13] for utilizing ML for early diagnosis of ASD across 

different age groups. The authors collected ASD datasets for children, adolescents, toddlers, and adults. They attempted 

different feature selection techniques, ran several classifiers on these datasets, and evaluated performance based on 

several metrics including predictive kappa statistics, accuracy, F1-score, and AUROC. The study revealed SVM to be 

the most effective classifier, producing high accuracy: 97.82% for toddlers' data, 99.61% for children, 95.87% for 
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adolescents, and 96.82% for adults. This study highlights the efficacy of ML models in the early detection of ASD, 

which would significantly reduce the costs and time involved in traditional methods of diagnosis. 

Talukdar et al. [8] provided an exhaustive study on the most commonly used ML classifiers for diagnosing ASD in 

children and adolescents. Several algorithms, including NB, LR, SVM, and RF, were used to work with non-clinical 

children and adolescent’s datasets. The study describes all of the specific signs and symptoms of ASD, namely, 

impediments in repetitive behavior, social communication, and restricted interests. It emphasizes the importance of 

early diagnosis and intervention, highlighting the two-stage diagnostic process for young children and the unique 

challenges faced in diagnosing older children and adults. The paper also discusses the genetic and environmental factors 

contributing to ASD and the various treatment and intervention strategies available. 

Hasan et al. [14] presented a comprehensive evaluation of various ML models for early detection of ASD. The study 

leverages four standard ASD datasets encompassing adolescents, children, toddlers, and adults. The authors preprocess 

these datasets by handling missing values and encoding categorical features. They address class imbalance using a 

random-over-sampler strategy. Eight ML classifiers, including AdaBoost, RF, DT, K-NN, Gaussian Naive Bayes, LR, 

SVM, and Linear Discriminant Analysis, are employed to classify the feature-scaled datasets. The study identifies the 

best-performing classification models and feature scaling techniques for each dataset by comparing various statistical 

evaluation measures. The study concludes that proper tuning of ML models significantly enhances the prediction of 

ASD among different age groups. It emphasizes that the detailed feature importance analysis can aid healthcare 

practitioners in making informed decisions during ASD screening. 

Prasad et al. [15] employed a design science approach, consisting of stages such as problem identification, objectives, 

design and development, demonstration, evaluation, and communication. Data was sourced from the National Hospital 

in Abuja, Nigeria, comprising 998 samples and 10 attributes, including preterm birth, gestational diabetes, and family 

history. Data analysis involved handling missing values, feature engineering, and correlation assessment. Principal 

Component Analysis (PCA) was utilized for feature selection. Subsequently, three classification algorithms were 

tested: DT, RF, and NB. The RF algorithm yielded the highest accuracy rate of 98.7% after k-fold cross-validation. 

Bayesian probability was also employed to assess the model’s reliability. The researchers conclude that the model can 

assist medical professionals in early ASD diagnosis, enabling timely intervention and treatment. 

Reghunathan et al. [16] focused on improving accuracy in detecting ASD affecting children, adolescents, and adults. 

They utilized various ML algorithms, especially emphasizing a LR model that performed well. The authors used a 

feature reduction technique called Cuckoo search to find highly discriminative features affecting the prediction of ASD 

in children, adolescents, and adults. Overall, this research strives towards improving ASD diagnosis through ML, 

reinforcing the importance of early detection and intervention. The findings indicated a path forward for the 

advancement of predictive models relying on medical data toward better accuracy concerning the identification of 

ASD. 

3. Methodology  

3.1. Data Collection 

The study utilized the ASD Toddler dataset, which is publicly available from the UCI ML Repository [17]. The dataset 

was gathered by conducting ASD screenings on toddlers between the ages of 12 and 36 months. Data collection was 

conducted using a global online survey administered through the ASDTests mobile application, developed by Thabtah 

et al [17]. The dataset consists of 1,054 instances, with 17 independent variables (excluding the case number), and one 

dependent variable that indicates the ASD classification. The features consist of 10 behavioral aspects obtained from 

screening questions (Q-Chat-10) and 7 individual characteristics that offer demographic information, including age, 

gender, ethnicity, country of origin, and whether the child was born with jaundice (refer to table 1). 

Although the dataset provides valuable insights, it is important to acknowledge certain limitations and potential biases. 

The small size of the dataset limits the development of a generalized model, as a larger dataset is crucial for constructing 

a robust and widely applicable classification model. Furthermore, relying exclusively on an online platform for data 

collection may restrict the participation of certain populations, which may result in the exclusion of lower-income 

groups or regions with limited online access. In addition, while the sample includes participants from various countries, 
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there is a varying representation of geographic and cultural diversity. This could potentially impact the dataset’s ability 

to accurately represent the broader global population of toddlers at risk for ASD.  Nevertheless, the dataset is widely 

used in ASD research and has been validated in previous recent studies [8], [11], [12], [13], [15]. Despite these 

limitations, we believe that the dataset serves as a valuable resource for exploring the application of ML algorithms in 

ASD diagnosis. 

Table 1. Description of the ASD toddler dataset 

Instances Attributes Male/Female Age ASD/Normal 

1054 17 735/319 12-36 (months) 735/319 

3.2. Data Preprocessing 

Initially, the preprocessing of the ASD toddler dataset comprises the encoding of categorical attributes and the scaling 

of the data using a standardization approach. It should be noted that the dataset does not have any missing or outlier 

values and thus remains reliable for further analysis. These preprocessing steps are crucial to allow subsequent ML 

models to achieve efficiency and effectiveness thus promoting reliable and accurate predictions. Before training the 

model, categorical variables are converted into numerical data. For nominal variables, one-hot encoding is applied, and 

ordinal variables are subjected to label encoding; for instance, the gender attribute takes numeric values where 0 is for 

females and 1 for males.  

Furthermore, many features in the dataset have different scales. Therefore, we need feature scaling, whereby we carry 

out the transformation of the data to the same standardized scale. This will improve not only the model accuracy but 

also the speed of the learning process. In our work, we have used the min-max scaling normalization method to 

normalize each feature to the range between 0 to 1, which endows every feature with equal importance over the model, 

thus diminishing the risk of providing large ranges of feature values that could be overriding the learning process. 

3.3. Apply Individual ML Classifiers 

Six ML classifiers are employed, including SVM, RF, KNN, LR, DT, and NB. All these models are implemented using 

the Python programming language. The values for hyper-parameters tuning are displayed in table 2. 

3.3.1. Support Vector Machine 

SVM is a supervised ML model utilized for both regression and classification tasks. It segments the features by fitting 

the optimal hyperplane to split data points into different classes by maximizing the margin between classes and 

minimizing the classification errors. SVM works on both linear and non-linear data, hence comes in handy for high-

dimensional datasets. The various kernel functions are used to map input data into higher-dimensional spaces where 

separation becomes feasible. With the ability to automatically set main parameters and minimize expected test errors, 

SVM is powerful in solving complex classification problems [18]. 

3.3.2. Random Forest 

RF is an ensemble learning technique that merges several decision trees to form a robust model for classification and 

regression tasks. It constitutes a "forest" of trees trained on a bootstrap sample taken from the dataset and a subset of 

the features that are randomly chosen. This, termed bagging, increases model stability and reduces overfitting. When 

making their predictions, each tree in the forest casts a vote, with the final output determined through majority voting 

or averaging. RF is adept at handling complex datasets, providing rankings of feature importance, and producing 

reliable predictions in various fields. It is capable of generalization and hence tends to give better accuracy than a single 

decision tree, reducing some common issues like overfitting [19]. 

3.3.3. k-Nearest Neighbors 

KNN is one of the simplest, yet effective ML models applicable to regression as well as classification. Its functionality 

is quite intuitive; for a given instance in the feature space, it finds K nearest data points and makes class membership 

or value predictions based on those points. Being a non-parametric and instance-based method, KNN is distribution-

free and utilizes the whole training set to predict. The performance of KNN depends on selecting an appropriate K 

value and distance metric. Although KNN is versatile and intuitive, it is quite computationally arduous for huge 
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datasets, especially those in high-dimensional spaces. Nevertheless, KNN has been decidedly usable in many domains, 

including text classification, image processing, pattern recognition, and recommendation systems [20], [21]. Simple 

and effective, KNN positioned itself as an excellent data mining algorithm [22]. 

3.3.4. Logistic Regression 

LR serves as a common method in ML for binary classification tasks. It evaluates probabilities that a sample belongs 

to some specific class based on observations of its features. Generally, this process requires a fitting of a logistic 

function to the training set data, thereby transforming the input features into one probability score between 0 and 1. 

For LR to classify something, a labeled training dataset needs to fit the model. Then maximum likelihood estimation 

is used to fit the model parameters for the logistic function. With a new instance, the logistic regression then computes 

the probability of the instance being in a positive category by using the logistic function fitted in the previous step, 

assigning the class with the highest probability [23]. 

3.3.5. Decision Tree 

DT can be considered a family of ML algorithms used primarily in classification and regression problems. These 

models are constructed very much like trees of repeated small partitions of smaller sets based on the values of the 

feature variables to predict an outcome. Each branch in the tree is associated with an outcome of a feature, and a leaf 

node generally signifies a class label. DTs are famous for their interpretability, feature importance evaluation, and 

ability to handle categorical and numerical data. These models are the building blocks of ensemble methods and find 

application in different domains, if one is to consider their interpretability in decision-making processes [24]. 

3.3.6. Naïve Bayes 

NB is a probabilistic ML model used for data classification. It applies Bayes' theorem to compute the probability of an 

instance belonging to different classes. It is assumed that the features are independent, thereby simplifying the 

probability calculations. Hence, the model learns the probabilities with which an instance in the training data belongs 

to each of the different classes. When an unseen instance is fed into this model, it calculates the probabilities of each 

class based on the probabilistic knowledge it acquired during training [25]. 

Table 2. Hyperparameters setting of ML classifiers 

Classifier Parameters 

SVM C: 600.0, gamma: ‘scale’, kernel: ‘poly’ 

RF n_estimators: 300, max_depth: 15, min_samples_leaf: 1, min_samples_split: 2 

KNN n_neighbors: 5, metric: ‘manhattan’, weights: ‘distance’ 

LR C: 500, l1_ratio: 0.1, penalty: ‘l2’, solver: ‘saga’ 

DT criterion: ‘gini’, max_depth: 10, min_samples_leaf: 1, min_samples_split: 2, splitter: ‘best’ 

3.4. Evaluating the Performance of M Classifiers 

Several evaluation metrics including Accuracy, Precision, Recall, and F1-score were considered to assess and compare 

the performance of different classifiers. These metrics were chosen for their complementary nature and specific 

relevance to ASD diagnosis. The metrics were calculated using the values of true positive (TP), true negative (TN), 

false positive (FP), and false negative (FN), as presented in the confusion matrix (shown in table 3) [26], [27], [28].  

After evaluation, we identified the classifiers that achieved the highest outcomes for the ASD toddler dataset. These 

metrics collectively offer a detailed understanding of classifier performance on ASD datasets, supporting the 

development of precise diagnostic tools and interventions for toddlers with ASD. 

Table 3. Confusion Matrix 

 Positive Negative 

Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 
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Accuracy: It provides a comprehensive assessment of a model’s predictive capabilities, which is crucial in ASD 

diagnosis where both correct identification of ASD cases and correct exclusion of non-ASD cases are important. It 

represents the ratio of accurately classified instances to the total number of instances within a dataset. This metric 

shows the model’s effectiveness in accurately identifying both true positives (correctly identified ASD cases) and true 

negatives (correctly identified non-ASD cases). 

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
 (1) 

Precision: It measures how well a classifier can identify true positive cases. It calculates the number of predicted 

positive instances that match with actual positive cases, thus reducing false positives. Precision plays a key role with 

regard to evaluating the performance of a classifier, as it shows how well the classifier is at distinguishing individuals 

with ASD from those classified as such. A false positive can cause unnecessary stress for families, additional tests, and 

the potential for wasting resources in the clinical setting. High precision ensures that the model predicting ASD can be 

trusted, thus making it a very crucial element for reliable ASD screening. 

Precision =
TP

(TP + FP)
 (1) 

Recall: It measures the extent to which a classifier can identify all true cases of ASD while reducing the number of 

missed diagnoses. It is calculated by taking the proportion of true ASD cases that were identified by the model against 

the total true ASD cases. Therefore, high recall is indispensable in preliminary scenarios to ensure those requiring 

further assessment or intervention do not pass through the net. Failure to make timely diagnoses or to implement 

intervention can have worse long-term outcomes for children with ASD. 

Recall =
TP

(TP + FN)
 (2) 

F1-score: This metric provides a balance of how the classifier performs in bridging the gap between precision and 

recall and is very useful in the domain of ASD diagnosis. It helps in tackling the possible trade-off between the number 

of ASD detected (high recall) and the number of cases confirmed positive by the model (high precision). Such balancing 

is even important as, in both cases, ASD observation and over-diagnosis need to be reduced in clinical practice. This 

balanced approach is particularly valuable when working with an imbalanced dataset that has one class much larger 

than the other. 

F1 − score = 2 ×
(Precision × Recall)

(Precision + Recall)
 (3) 

4. Experimental Results 

This section presents and discusses the assessment findings of different ML classification models on the ASD toddler 

dataset. We used evaluation metrics such as accuracy, precision, recall, and F1-score to assess the performance of 

various classifiers. These metrics are crucial for evaluating classification models, especially in medical diagnosis where 

false positives and false negatives carry significant costs. We trained and tested the models using classification reports 

(figure 1, figure 2, figure 3, and figure 4) and confusion matrices (figure 5), allocating 75% of the dataset for training 

and 25% for testing. 

Figure 1 illustrates the accuracy of the ML classification models, which measures the proportion of correctly classified 

instances out of the total instances. The LR model achieved a perfect accuracy of 100%, correctly classifying all 

instances. This high performance is due to its high TP rate, where 74 instances were correctly classified as ASD, and 

a high TN rate, where 190 instances were correctly identified as non-ASD. The SVM followed closely with an accuracy 

of 98.48%. RF and KNN achieved accuracy scores of 97.34% and 96.96%, respectively. The DT and NB models had 

lower accuracy scores of 95.07% and 89.98%, respectively. These results suggest that LR and SVM are highly effective 

in correctly identifying ASD and non-ASD cases in toddlers. 
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Figure 2 shows the results of the precision metric, which measures the proportion of true positives among all positive 

predictions made by the classification models. LR again achieves a perfect precision of 100%, indicating that all 

positive predictions made by the model are correct. SVM follows closely, with a precision of 97.76%, while RF and 

KNN achieve precision scores of 97.73% and 95.35%, respectively. The DT and NB models exhibit relatively lower 

precision scores of 93.74% and 83.33%, respectively. These results suggest that LR and SVM are highly effective in 

minimizing false positives and correctly identifying ASD cases in toddlers. 

  

Figure 1. Accuracy comparison of various ML models 

used for ASD diagnosis in toddlers 

Figure 2.   Precision comparison of various ML 

models, indicating the proportion of correct positive 

predictions for ASD cases 

Figure 3 shows the recall of different models, and indicates the proportions of true positives among all actual positive 

instances; that is, they show how many of the relevant positives (in this case, exactly how many of the relevant ASD 

instances) the different models captured. The best performer was the LR model, which reached an impressive 100% 

recall; this means that the model was able to classify all of the ASD instances correctly. The next best was the SVM, 

with a very strong 98.53% recall. This means that the SVM was very effective at identifying almost all of the relevant 

true ASD instances. The KNN model performed slightly worse but still very respectably, with a 97.57% recall. The 

DT and NB models had lower recall scores of 94.1% and 90.26%, respectively. These results suggest that LR and SVM 

are highly effective in diminishing false negatives and identifying the real cases of ASD correctly. 

Figure 4 presents the F1 score, which serves as a useful metric for delivering a balance between precision and recall. 

The F1 score accounts for false positives and false negatives and is interpreted such that the higher the score, the better 

the model performed in terms of its balance between precision and recall. The LR model achieved an F1 score of 100%. 

This indicates that the LR model is very reliable in making the correct classifications for toddlers with ASD. Following 

the LR model, the SVM model achieved an F1 score of 98.13%. Although the SVM model also performs quite well, 

the slight difference in the F1-score indicates that it is not quite as harmoniously balanced between precision and recall 

as the LR model. The SVM model, however, does enjoy a fairly sizeable margin of victory over the next model, the 

KNN model, which attained an F1 score of 96.33%. The DT and NB algorithms exhibit relatively lower F1 scores of 

93.92% and 84.6%, respectively. These results suggest that LR and SVM are highly effective in achieving a balance 

between precision and recall, making them suitable for ASD diagnosis in toddlers. 

  

Figure 3. Recall comparison of various ML models, 

showing how effectively they identify true ASD cases 

from all positive instances 

Figure 4.  F1-score comparison of various ML models, 

illustrating the balance between precision and recall 
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The confusion matrices of all classification models illustrated in figure 5 offer a detailed insight into the performance 

of each classification model. They illustrate classes that were correctly and incorrectly predicted by each model, 

providing a breakdown of error types. Each matrix classified all the instances in the data set into four categories: TP, 

TN, FP, and FN to evaluate the model’s predictive capability and its ability to obtain the desired outcomes. 

Overall, the LR emerged as the best performer, as all metrics showed a perfect 100% due to the complete identification 

of all ASD cases and no false positive cases. The SVM and RF also showed strong results, confirming their capacity 

to generate a highly precise diagnostic tool. The DT was reasonably effective, with a precision of 93.74%, a recall of 

94.1%, and an F1-score of 93.92%. Finally, the NB was the weakest among those tested, but still potentially useful 

given its precision of 83.33%, recall of 90.26%, and F1 score of 84.6%, indicating its potential utility in less critical 

applications or as part of an ensemble method. These results highlight the importance of model selection in ASD 

classification tasks. While LR’s flawless performance makes it a prime candidate, the strong showings of SVM and 

RF suggest their viability for enhancing early ASD diagnosis and intervention.  

5. Discussion 

Based on the above results, we observed that the LR achieved the highest performance scores with 100% in all 

performance metrics. A perfect score meant that LR model set a linear boundary to separate the ASD and the non-ASD 

instances within the dataset. Although the performance metrics were perfect, additional validations in real-world 

scenarios are needed to ensure the generalization of LR. This study was based on clean data, which is free of 

unpredictable noises. In the application of LR, whether the model built on the clean data would still be able to show 

100% in real clinical scenarios or in the case of collecting data from multiple hospitals or countries with different 

cultural backgrounds has yet to be detailed explored. SVM and RF also have impressive results, achieving accuracies 

Confusion matrix for SVM 

 

Confusion matrix for RF 

  

Confusion matrix for KNN  

Confusion matrix for LR 

 

Confusion matrix for DT 

 

Confusion matrix for NB 

 

Figure 5. Confusion matrices of all classification models 
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of 98.48% and 97.34%, respectively. These results could be attributed to the effective handling of the high-dimensional 

spaces in SVM and the ensembled nature of RF in reducing the error ratio.  

KNN and DT showed satisfactory performance, achieving accuracies of 96.96% and 95.07% respectively. KNN 

showed remarkable results in terms of recall, suggesting its potential to accurately identify cases of ASD. Being prone 

to overfitting in small datasets, the DT may have less generalizability in this case. NB performed the worst of all 

models, achieving 89.98% accuracy. This can be explained by the assumption made by NB of conditional independence 

among features, which may not have held for the ASD dataset. Nevertheless, the relatively high recall of NB seems to 

indicate that it was able to identify most true cases of ASD, while it did generate many false positives in doing so. 

Based on the comparative analysis, it is evident that LR outperformed SVM and RF for this particular dataset. However, 

with some adjustments, SVM and RF have the potential to be highly effective in diagnosing ASD. Models such as 

KNN and DT, although they may have lower accuracy, have shown promise for certain diagnostic requirements or as 

parts of ensemble methods. These findings highlight the significance of choosing the right model for ASD diagnosis. 

When the data does not allow for clear linear separation, more complex models like SVM and RF can be highly 

effective. They offer robust substitutes for datasets with non-linear relationships or complex feature interactions. 

6. Conclusion 

This study explored the application of artificial intelligence techniques to enhance early detection of ASD in toddlers. 

We employed six classification models: SVM, RF, KNN, LR, DT, and NB to analyze and predict ASD using a non-

clinical ASD dataset. Our evaluation used metrics such as accuracy, precision, recall, and F1-score to assess the 

effectiveness of each model. The findings of this study indicate that in the context of ASD diagnosis, ML classification 

models can be employed by clinicians to detect cases of ASD in a more accurate and timely manner. Thus, the overall 

possibility to facilitate long-term results and diagnose relevant cases during the in-time periods to introduce the 

corresponding interventions. Not less importantly, the results have provided additional implications to explore and 

potentially adopt AI-driven techniques for the detection of ASD, thus, addressing the existing limitations regarding the 

use of traditional diagnostic methods. 

LR outperformed all other models, achieving perfect scores across all metrics. SVM and RF also showed strong 

performance, indicating their robustness for ASD classification tasks. KNN demonstrated good accuracy and recall, 

making it a viable option for specific use cases. DT and NB, despite lower accuracy, demonstrated reasonable 

performance, indicating their suitability for some specific applications. These metrics would provide a comprehensive 

view of the strengths and weaknesses of each model, giving rise to the necessity of choosing an appropriate model per 

the requirements of the ASD classification task. The study results highlight the role of the ML algorithms in enhancing 

the precision and reliability of the early diagnosis of ASD, thus contributing to enhancing the prospects of good 

prognosis with early intervention. 

Future research should focus on expanding the dataset to include more diverse populations to ensure that the findings 

can be applied to a broader population. It is also important to address any data preprocessing-related issues, as the 

imbalance of data concerning ML model performance can hinder its ability to classify cases accurately. Utilizing 

feature selection algorithms can enhance models’ efficiency by identifying the most significant features for ASD 

classification. Optimization of hyper-parameters would be a step further to improve the performance of the models, 

which compiles to be accurate and resilient. Moreover, when integrating advanced ML and DL models with clinical 

expertise, ensemble and hybrid-based approaches may result in more advanced diagnostic tools. These tools should be 

reliable, accessible, and relatively easy to integrate into daily clinical settings to promote equity and transparency in 

usage. 
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