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Abstract 

This paper presents a novel method for improving spam detection by utilizing the Firefly Algorithm (FA) for feature selection. The FA, a bio-
inspired metaheuristic optimization algorithm, is applied to identify the most relevant features from the ISCX-URL2016 dataset, which contains 
72 features. By balancing exploration (searching for new solutions) and exploitation (focusing on the best solutions), FA is able to effectively 
reduce the feature space from 72 to 31 features. This reduction improves model efficiency without sacrificing performance, as only the most 
impactful features are retained for the classification task. The selected features were then used to train three machine learning classifiers: Decision 
Tree (DT), Gradient Boost Tree (GBT), and Naive Bayes (NB). Each classifier's performance was evaluated based on accuracy, with DT 
achieving the highest accuracy of 99.81%, GBT achieving 99.70%, and NB scoring 90.33%. The superior performance of the DT algorithm is 
attributed to its ability to handle non-linear relationships and high-dimensional data, making it particularly well-suited for the FA-selected 
features. This combination of FA for feature selection and DT for classification demonstrates significant improvements in spam detection 
performance, highlighting the importance of selecting the most relevant features. The results show that by reducing the dimensionality of the 
dataset, the FA algorithm not only accelerates the classification process but also enhances detection accuracy. 
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1. Introduction  

E-mail is an example of the many useful services that have been made available to the world as a result of advancements 

in digital world [1]. The use of e-mail is an essential component of everyday life online. Worldwide, the daily volume 

of e-mails sent and received in 2020 amounted to roughly 306 billion [2]. Many people use e-mails to sign up for 

websites and newsletters, and they should be prepared for the inevitable torrent of spam that will come their way. Users 

of a variety of platforms are dealing with significant challenges as a result of spam, which is a significant concern. As 

a result of the proliferation of e-mail services, spam has become an ideal attack tool that hackers can use to deliver 

false materials, such as advertisements, which can lead to attacks that are both serious and damaging [3], [4]. 

Filtering spam in email can be accomplished by the use of machine learning (ML) algorithms and a wide range of 

software that has been developed as an anti-spam solution using these algorithms. ML is the study of utilizing 

computers to replicate human learning activities. It is the process by which computers acquire new knowledge, 

recognize current knowledge, and continuously improve their performance capabilities [5], [6], [7]. In many cases, the 

two most important considerations related to ML are speed and accuracy. In order to train a successful ML model, 

high-dimensional data is necessary, which increases the amount of time required. One of the most straightforward 

approaches to reducing dimensionality is through the use of feature selection [8], [9]. In this method, one chooses spam 

features that contain the information necessary to identify spam. The Firefly algorithm (FA) is a metaheuristic 

algorithm that is widely utilized for feature selection. The process of selecting the spam features that most significantly 

contribute to improving the learning accuracy of the ML algorithms will be carried out with the help of FA in this 

work. Subsequently, the feature that has been selected will undergo evaluation by employing decision tree (DT), 

gradient boost tree (GBT), and Naive Bayes (NB) ML algorithms [8], [9], [10]. 
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2. Literature Review 

Xu et al. [11] propose a spam filtering framework that is built from an automatic thesaurus creation system and 

redesigned back propagation neural network (BP-NN) components. The typical BP-NN has a modest learning velocity 

and tends to become stuck at a local minimum, resulting in low performance and proficiency. Experiments have 

demonstrated that the proposed RBP-NN framework outperforms the typical BP-NN framework in terms of 

performance. 

The hybrid model that I. Idris et al. [12] suggest is a combination of a differential evolution (DE) algorithm and a 

negative selection algorithm (NSA). The implementation of DE improved the detector generation step of the NSA. 

Simultaneously, the local outlier factor (LOF) was utilized as a fitness function in order to optimize the distance 

between the detectors that were formed. In order to resolve the issue of overlap between two detectors, a fitness function 

was used to calculate the distance between the detectors that came into mutual overlap. Based on the findings, the 

hybrid model that was suggested for spam detection has an accuracy of 83.06%.  

By employing a stochastic distribution to describe the data point through the utilization of particle swarm optimization 

(PSO), I. Idris et al. and A. Selamat [13] have suggested a unique model that enhances the random generation of a 

detector in the NSA algorithm. The LOF function is presented as the fitness function in order to ascertain the local best 

of the candidate detector that provides the best possible solution. For evaluation purposes, the Spambase dataset, which 

is located in the UCI ML repository, is utilized. The suggested model attained a 91.22% level of accuracy. 

K. Debnath and N. Kar [14] construct email spam detection models utilizing machine learning and deep learning 

methodologies to differentiate spam emails from authentic ones reliably. Researchers have used the Enron email dataset 

to create advanced deep learning models, including LSTM and BERT, to identify and categorize new instances of email 

spam. The NLP methodology assessed and prepared data for the email's text. The results are compared to the prior 

models in email spam detection. The deep learning strategy achieved the highest accuracy rates of 99.14% with BERT, 

98.34% with BiLSTM, and 97.15% with LSTM. Python is used for all implementations. 

A. Wijaya and A. Bisri [15] suggest merging Logistic Regression (LR) and DT algorithms to detect email spam. LR 

filters out noisy data or instances before inputting them into DT induction. LR uses false negative thresholds to filter 

correct predictions and decrease noisy data. This study evaluates the proposed approach using the Spambase dataset. 

The experiment demonstrates that the suggested approach produces remarkable and encouraging outcomes, with an 

accuracy rate of 91.67%. LR can enhance DT performance by mitigating the impact of noisy data. 

3. Method 

3.1. ISCX-URL2016 dataset 

The spam samples of the ISCX-URL2016 dataset were used in the evaluation process. The ISCX-URL2016 dataset is 

widely used as a benchmark for evaluating spam detection systems. It contains a reasonable number of spam and benign 

samples, as well as diverse features that thoroughly represent spam emails. Therefore, the ISCX-URL2016 dataset is 

reliable and comprehensive for evaluating the employed feature selection and classification approach in detecting spam. 

After removing the other attack samples from the ISCX-URL2016 dataset, the number of remaining samples is 14479, 

and the number of remaining features is 72. The samples are distributed in two types: benign and spam samples. The 

number of spam samples is 6,698, while the number of benign samples is 7,780. The number of samples is balanced, 

and therefore, there is no need to implement oversampling or undersampling on the dataset. However, many of the 72 

features could have very little impact in identifying the sample as spam or benign. Accordingly, the FA algorithm will 

be applied to the dataset to select only the features that have a high impact on detecting spam [16], [17], as will 

discussed in the following section (Section 3.2). However, table 1 shows that the values of the features scale over a 

large space, which will impact the spam detection operation. Normalization is an ML operation that handles large 

spaces of values using certain mechanisms, such as Min-max normalization. As a normalization mechanism, the Min-

max produces balanced value comparisons between the pre- and post-process data by performing linear transformations 

on the original data [7], [18]. Table 2 shows sample of the ISCX-URL2016 spam dataset before and after using the 

Min-max mechanism. 
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Table 1. Sample of the ISCX-URL2016 Spam dataset 

# Feature Min Value Max Value 

1 LongestPathTokenLength 0 1393 

2 LongestVariableValue -1 1385 

3 URL_Letter_Count 15 1202 

4 Extension_LetterCount -1 1179 

5 Query_LetterCount -1 1173 

6 LongestPathTokenLength 0 1393 

Table 2. Spam dataset Sample of the ISCX-URL2016 Spam dataset before and after normalization 

# Before Normalization After Normalization 

1 0 ,2 ,4.5 ,2 0 ,0 ,0.227272727 ,0 

2 17 ,2 ,6 ,2 0.012274368 ,0 ,0.363636364 ,0 

3 0 ,2 ,4.5 ,2 0 ,0 ,0.227272727 ,0 

4 0 ,2 ,7 ,2 0 ,0 ,0.454545455 ,0 

5 0 ,2 ,8 ,2 0 ,0 ,0.545454545 ,0 

6 0 ,2 ,6.5 ,2 0 ,0 ,0.409090909 ,0 

7 0 ,3 ,2.6666667 ,3 0 ,0.333333333 ,0.060606064 ,0.333333333 

8 0 ,2 ,4.5 ,2 0 ,0 ,0.227272727 ,0 

9 0 ,2 ,3.5 ,2 0 ,0 ,0.136363636 ,0 

10 0 ,2 ,5 ,2 0 ,0 ,0.272727273 ,0 

11 0 ,3 ,3 ,3 0 ,0.333333333 ,0.090909091 ,0.333333333 

3.2. Feature Selection Using FA Algorithm 

In the realm of metaheuristic swarm optimization, the FA is a robust algorithm that draws inspiration from the natural 

behavior of fireflies. The phenomenon of bioluminescence serves as the foundation for the natural behavior of fireflies. 

They do this in order to communicate with other fireflies and to attract possible prey by producing flashes that are both 

brief and rhythmic. Figure 1 illustrates the nature of the behavior of fireflies. In order to make it possible to create an 

optimization algorithm, the flashing light of fireflies can be expressed in such a way that it is related to the objective 

function that needs to be optimized [8], [19], [20]. 

 

Figure 1. Behavior of fireflies [20] 
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The FA algorithm is applied to the ISCX-URL2016 dataset to select only the features that greatly impact spam 

detection. The algorithm iteratively adjusts the feature subset to select the best features that improve classification 

accuracy. In addition, the FA algorithm considers the interaction between the selected features. This ensures that the 

chosen features are complementary and non-redundant representations of the spam data. The FA was able to reduce 

the features from 72 to 31 after identifying the features that provided an optimal balance between model complexity 

and performance. These features are Querylength, domain_token_count, avgdomaintokenlen, tld, 

charcompaceldl_domain, ldl_filename, ldl_getArg, domainlength, subDirLenfileNameLen, pathurlRatio, 

domainUrlRatio, Querylength, isPortEighty, CharacterContinuityRate, host_DigitCount, Directory_DigitCount, 

Extension_DigitCount, Query_DigitCount, host_letter_count, Filename_LetterCount,  Extension_LetterCount, 

LongestPathTokenLength, Path_LongestWordLength, Arguments_LongestWordLength, delimeter_Count, 

SymbolCount_FileName, SymbolCount_Extension, Entropy_URL, Entropy_Domain [16], [17]. 

3.2. Classification 

The DT, GBT, and NB ML algorithms were used for the classification task. The DT algorithm is a versatile and 

interpretable model that splits data into subsets based on feature values, forming a tree structure where each node 

represents a decision rule. It is easy to visualize and understand, making it useful for both classification task. GBT is 

an ensemble learning method that builds multiple DTs sequentially, where each tree corrects the errors of its 

predecessor. By combining the predictions of many weak learners, GBT creates a strong predictive model, offering 

high accuracy and robustness. NB is a simple, probabilistic classifier based on Bayes' theorem, assuming independence 

between features. Despite its simplicity, it is highly effective for large datasets and text classification problems, such 

as spam detection, due to its fast training and prediction times [8], [9], [10]. 

Several hyperparameters control the performance of these machine learning algorithms. Constructing an effective DT, 

GBT, and NB algorithms for spam detection presents a significant challenge, primarily revolving around the selection 

of hyperparameters. Optimal hyperparameter choices are crucial in order to strike the right balance, preventing 

overfitting while achieving the best results in spam detection. It's worth noting that many hyperparameters selection 

methods tend to generate highly complex models, which, if not properly controlled, can lead to overfitting. Overfitted 

hyperparameters not only perform poorly on new, unseen data but can also be challenging to interpret. This 

interpretability issue poses a significant barrier to the practical application of these models including spam detection. 

The importance of hyperparameters selection cannot be overstated, as it plays a pivotal role in averting overfitting and 

enhancing the effectiveness of spam detection [8], [9], [10]. 

The Random Search (RS) mechanism was used to choose the hyperparameters for the DT, GBT, and NB ML 

algorithms. Several mechanisms are available to choose the hyperparameters of ML classifiers. RS was used because 

it is simple and efficient. In addition, it explores large hyperparameter spaces with fewer iterations and is less 

computationally intensive [21], [22], [23]. The RS is a mechanism that chooses the hyperparameters of an ML classifier 

that achieve the best performance for that classifier. The RS mechanism defines the space for each hyperparameter of 

the classifier. Then, random samples from the combination of the defined hyperparameter spaces are chosen and 

evaluated. The combination that achieves the best performance is selected as the optimal set of hyperparameters for 

the classifier [24], [25]. Table 3 summarizes the hyperparameters for the DT, GBT, and NB algorithms based on the 

RS mechanism. 

Table 3. Hyperparameters of the DT algorithm 

Algorithm Hyperparameter Value Description 

DT 

criterion entropy Measures the quality of a split 

splitter best Chooses the split at each node 

max_depth 20 Maximum depth of the tree 

min_samples_split 2 Minimum number of samples to split an internal node 

min_samples_leaf 1 Minimum number of samples at a leaf node 
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GBT 

n_estimators 90 Number of boosting stages to be run 

learning_rate 0.2 Shrinks the contribution of each tree 

max_depth 4 Maximum depth of the individual trees 

min_samples_split 3 Minimum number of samples required to split an internal node 

min_samples_leaf 1 Minimum number of samples required to be at a leaf node 

NB 

alpha 1.0 Additive smoothing parameter 

fit_prior True Whether to learn class prior probabilities. 

class_prior None Prior probabilities of the classes 

4. Results and Discussion 

The DT, GBT, and NB ML algorithms were used for the classification task. The FA algorithm uses the confusion 

matrix (figure 2) to evaluate the performance of the selected features with the DT, GBT, and NB algorithms. Base of 

the confusion matrix, FA used the accuracy (1), recall (2), and precision (3), Matthews Correlation Coefficient (MCC) 

(4), F1-Score (5) metrics to assess the selected features with DT, GBT, and NB algorithms. Accuracy, recall, precision, 

MCC, and F1-score were chosen to provide a comprehensive evaluation of the model's performance. Accuracy assesses 

overall correctness, while recall and precision are critical for imbalanced datasets. MCC and F1-score offer balanced 

insights into model quality, aligning with the study’s goal of a thorough performance assessment [10], [26]. 

 

Figure 2. Confusion matrix 

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
 (1) 

Recall =  
TP

(TP + FN)
 (2) 

Precision =  
TP

(TP + FP)
 (3) 

MCC =
((TP ∗ TN) − (FP ∗ FN))

√(TP + FP) ∗ (TP + FN) ∗ (TN + FP) ∗ (TN + FN)
 (4) 

F1 − score = 2 ×
Pre × Rec

Pre + Rec
 (5) 

Figure 3 shows the accuracy of the selected features by the FA algorithm. As we can see, with the DT, GBT, and NB 

algorithms, the FA algorithm achieves accuracy above 90%. However, the DT algorithm outperforms the GBT and NB 

algorithms. Figure 4 shows the recall of the selected features by the FA algorithm. As we can see, with the DT, GBT, 

and NB algorithms, the FA algorithm achieves recall above 90%. However, again, the DT algorithm outperforms the 

GBT and NB algorithms. Figure 5 shows the precision of the selected features by the FA algorithm. Similar to accuracy 

and recall, with the DT, GBT, and NB algorithms, the FA algorithm achieves precision above 90%. However, again, 

the DT algorithm outperforms the GBT and NB algorithms. Figure 6 shows the MCC of the selected features by the 

FA algorithm. The DT algorithm achieved the highest MCC of 99.59%, while the GBT and NB algorithms achieved 

99.40% and 80.11%, respectively. Finally, figure 7 shows the F1-Score of the selected features by the FA algorithm. 
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As we can see, with the DT, GBT, and NB algorithms, the FA algorithm achieves F1-Score above 90%. However, 

again, the DT algorithm outperforms the GBT and NB algorithms. The DT outperforms GBT and NB because it 

effectively captures complex feature interactions, handles mixed data types, and resists overfitting in the ISCX-

URL2016 dataset. GBT’s sensitivity to hyperparameter tuning and NB’s feature independence assumption limit their 

performance in this context. DT’s robustness and alignment with the dataset’s characteristics make it the best-

performing algorithm in this study. 

  

Figure 3. Accuracy of the FA algorithm Figure 4. Recall of the FA algorithm 

  

Figure 5. Precision of the FA algorithm Figure 6. MCC of the FA algorithm 

 

Figure 7. F1-Score of the FA algorithm 
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5. Conclusion 

Spam spreads malicious links through emails, which causes a serious problem. The detection of these malicious links 

as quickly and accurately as possible is important. In this research, the FA algorithms were used to select the key 

features that help to detect spam. We tested the new spam sub-dataset that contains the selected features by FA with 

DT, GBT, and NB algorithms and optimized their hyperparameters using a random search mechanism. The Python 

implementation showed that the FA with DT classifier achieved the best accuracy at 99.79%, outperforming the FA 

with GBT and NB. The findings highlight the importance of using ML algorithms to improve spam detection. This 

combination of FA and DT algorithms can help make email systems reliable by effectively identifying and stopping 

spam. However, to ensure the reliability and generalization of the results, the combination of DT and FA algorithms 

should be evaluated over other datasets. In addition, other metaheuristic algorithms will be evaluated for feature 

selection for spam detection, and the results will be compared with those obtained by the FA algorithm. 
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