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Abstract 

A distraction while driving a vehicle may result in fatal consequences, namely accidents that may leave road users seriously injured or even dead.  
In order to mitigate this risk, it is imperative to establish a distracted driver detection system that is both precise and real-time. This research 
focuses on the application of artificial intelligence, with a particular emphasis on deep learning, which is achieved through the utilization of the 
Convolutional Neural Network (CNN) model. In order to enhance the detection of inattentive drivers and produce a more precise model, a scale-
invariant feature transform (SIFT)-CNN combination is proposed. The activities of the driver while operating a vehicle are categorized into ten 
categories in this study. One of these categories is considered a normal condition, while the remaining nine are classified as inattentive behaviors. 
This study implemented Adam optimization with 64 batches, a learning rate of 0.001, and epochs of 20, 25, 50, and 100. The proposed CNN-
SIFT model is capable of achieving superior performance in comparison to the solitary CNN model, as evidenced by the experimental results. 
The CNN-SIFT model has achieved 99% accuracy and a 0.05 loss when the hyperparameter configuration is optimized for 50 epochs. The 
analysis indicates that the accuracy of the features obtained from CNN-SIFT can be improved by approximately 1% compared with CNN to 
classify the type of driver distraction behavior. The model's reliability was further enhanced by its evaluation on test data, which resulted in high 
accuracy, precision, recall, and F1-score values. The model's ability to accurately identify driver behavior with a high degree of reliability is 
demonstrated by these results, which are a positive contribution to the improvement of road safety. 

Keywords: Distracted Driving Behavior, Convolutional Neural Network, Scale-Invariant Feature Transform  

1. Introduction  

The Central Bureau of Statistics Indonesia, also known as Badan Pusat Statistik (BPS), reports that the number of 

transport accidents in Indonesia remains high.  In 2022, Indonesia experienced 139,258 traffic accidents, with 20.20% 

of them culminating in fatalities [1]. Generally, traffic accidents can be caused by a variety of factors, including human, 

infrastructure, and environmental factor [2], [3].  It is crucial to raise public awareness of the importance of adhering 

to traffic regulations and maintaining focus while traveling in order to ensure the safety of oneself and others. Certain 

distractions, such as the use of a cellphone, eating and drinking, listening to the radio, talking to passengers while 

driving, driving under the influence, and fatigue, may increase the accident statistics, particularly in the context of land 

transportation [4], [5]. Consequently, in order to resolve this matter, it is necessary to implement a safety road 

management system [5].  

The study on development of driver behaviour detection system started in 2016 when the State Farm Insurance 

Company USA held a competition on Kaggle to develop a model for detecting distracted drivers using physiological 

and biomedical sensors such as muscle activity, brain activity, and heart rate. However, the competition failed due to 

personnel involvement and hardware costs [6]. Various solutions were then found using Support Vector Machine 

(SVM) models to detect cellphone usage while driving [7]. Recently, many researchers have focused on driver 

movement detection models that disrupt driving focus due to their role in causing traffic accidents. Elamrani et al. [8] 

reviewed several references related to the use of various machine learning methods for driving behavior assessment. 

Some studies, such as [9], [10], [11] have demonstrated that CNN is one of the machine learning methods that 
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successfully models driver behavior. Masood et.al [9] developed and implemented CNN to detect driver distraction or 

inattention to support safety road management system. Satardekar [10] used CNN models like VGG-16, VGG-19, and 

Inception with ensemble techniques to improve accuracy and avoid overfitting. Jagadale & Attar [11] compared 

AlexNet, VGG-16, and ResNet-50 with their proposed MyModel. The CNN model emerged as a solution for driver 

detection, and many studies have proven CNN to be the most effective technique for achieving the highest accuracy 

[12]. The CNN technique is capable of recognizing specific features in images. However, using CNN may have 

limitations on training data, requiring large amounts of data and computational resources [13].  

As time progresses, research on driver behavior has continued to advance. Huang et al. [14] conducted research to 

detect distracted driving behavior using the Hybrid Framework CNN (HFC), consisting of 3 main modules: the CNN 

module, feature fusion module, and feature classification module. The CNN module utilized models like Inception v3, 

ResNet-50, and Xception to extract features, which were then combined with handcrafted HOG features in the feature 

fusion module, and the feature classification module used fully connected layers. Alkinani et al. [15] used a 

combination of CNN and handcrafted features in three stages: feature extraction, fusion, and classification. They 

employed four CNN models to extract features, then merged them with handcrafted HOG features before classification 

using KNN and SVM methods. Many studies have been conducted on the use of CNN and handcrafted features in 

analyzing driver behavior.  

Handcrafted features are manually created by humans to extract information from data. These features have been 

widely used in computer vision problems, especially for image classification tasks [16], [17]. They are obtained from 

non-learning processes by applying various direct operators to image pixels and have the ability to provide several 

properties, such as rotation and scale invariance [16].  Handcrafted features, which have been the focus of research for 

many researchers, include several important types, such as Histogram of Oriented Gradients (HOG), Local Binary 

Patterns (LBP), Speeded-Up Robust Features (SURF), Scale-Invariant Feature Transform (SIFT), and Oriented FAST 

and Rotated BRIEF (ORB). 

The importance of selecting handcrafted features in feature extraction in the classification process has also been 

extensively studied. Pena [18] compared the performance of SIFT, (SURF), and FAST algorithms in image feature 

detection. Gupta et al. [19] conducted research on object recognition using SIFT feature detection and (ORB), with the 

research showing that SIFT features outperformed others. Faturohman et al. [20] conducted a comparison study of 

SIFT, SURF, and ORB feature detection algorithms in object detection processes in CCTV videos, where the SIFT 

feature algorithm achieved the highest accuracy of 89.67%. Marlinda et al. [21] conducted a comparative study of the 

SIFT and ORB methods in identifying Buddha statue faces, with the research showing that ORB produced fewer 

keypoints than SIFT. Bansal et al. conducted research on object recognition in images using three famous feature 

descriptor algorithms, namely SIFT, SURF, and ORB, with the research showing that SIFT achieved the highest 

accuracy [22]. Many studies have proven that SIFT can handle scale, rotation, lighting changes, and can improve high-

feature extraction accuracy, making it suitable for use in complex data. However, SIFT also has a drawback in that it 

does not provide a fixed-length representation of the input image (vector), requiring additional logic for descriptor 

encoding [23]. 

In recent years, combining the advantages of SIFT with CNN has attracted increasing interest [24]. Most studies suggest 

combining SIFT and CNN features before the classification stage [25], [26]. Bousaid et al. [13] combined SIFT features 

with CNN features to recognize facial expressions in images, achieving an accuracy improvement of 99.35%. Tyagi 

and Bansal [27] combined the feature from accelerated segment test (FAST) and SIFT approaches with Indian sign 

language hand gesture recognition automatically and accurately, achieving CNN and SIFT accuracies of 97.89%. 

Tsourounis et al. [23] developed the CNN-SIFT approach, combining the strength of handcrafted SIFT features with 

CNN, emphasizing the importance of image representation in data-driven systems. 

This study discusses the use of handcrafted features combined with deep learning architecture. The purpose of the 

combination is to enhance the ability of handcrafted features to provide information to CNN and enhance CNN with 

rotation, complex textures, and patterns. This study combines local features from CNN and handcrafted features such 

as SIFT to improve the system's ability to recognize complex objects and visual patterns. In the context of driver 

behavior problems involving complex images, the CNN-SIFT framework is proposed for further research on these 
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images. The CNN model focuses on spatial features, while SIFT is reliable in features that are invariant to scale and 

rotation shifts. The proposed CNN-SIFT model has higher efficiency compared to CNN trained directly on images. By 

combining CNN-SIFT, which has feature extraction capabilities of CNN models and local rotation invariant features 

of SIFT, local scale and rotation invariance can improve accuracy and FI-score in driver behaviour recognition. 

Combining CNN-SIFT can enhance model performance and complement the weaknesses of each model. 

2. Literature and Research Framework 

2.1. Convolutional Neural Network  

CNN is a type of neural network used for processing images [28]. The architecture of CNN consists of multiple layers, 

and each layer learns to generate increasingly complex features as the network progresses [28], [29].  The advantages 

of CNN include its ability to produce relevant features from images, weight sharing to save time and computational 

memory, and its applicability to various tasks such as classification, segmentation, object recognition, image 

enhancement, and transfer learning [30], [31], [32], [33], [34]. CNNs consist of two types of layers: feature extraction 

layers consisting of convolutional layers, ReLU activation functions, and pooling layers, and classification layers 

consisting of fully-connected layers and softmax activation functions [35]. An example of CNN architecture is shown 

in figure 1. 

 

Figure 1. CNN architecture 

2.2. Scale Invariant Feature Transform (SIFT) 

SIFT is a computer vision algorithm developed by David Lowe and published in 1999 [16]. SIFT inherently detects 

features that are stable to changes in scale and rotation. Consequently, the results of SIFT descriptors will not be 

substantially influenced by many geometric transformations that are frequently employed in image augmentation. 

Additionally, SIFT features are generally quite resilient to minor adjustments in perspective and position, rendering 

additional augmentations less advantageous. The process of extracting SIFT features entails the identification of key 

points and the computation of descriptors surrounding those key points. This procedure has optimized the detection of 

informative and dependable features in a variety of circumstances [16], [36].  

In this study, SIFT algorithm aims to extract key features (keypoints) from images that are robust to changes in scale, 

rotation, and illumination. The main stages of SIFT include detecting scale-space extrema, identifying significant 

keypoints, determining orientation for each keypoint, and constructing keypoint descriptors to represent the local image 

structure. This approach allows SIFT to extract consistent and reliable features from images for object recognition 

applications. 

2.3. Confusion Matrix 

Model evaluation is an important step to assess the effectiveness of a program or training. This evaluation process 

utilizes various metrics and techniques that are suitable for the goals and types of programs being evaluated. The main 

evaluation parameters include accuracy, recall, precision, and F1-score for each class. These values are calculated using 
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a confusion matrix that includes true positive (TP), true negative (TN), false positive (FP), and false negative (FN) 

[37].  

accuracy =
TP + TN

TP + TN + FP + FN
 

 
(1) 

precision =
TP

TP + FP
 

 
(2) 

recall =
TP

TP + FN
 

 
(3) 

F1 − score = 2 ×
recall × precision

recall + precision
 (4) 

Accuracy measures the level of agreement between predictions and actual values. Precision and recall measure the 

model's performance in classification, with F1-score as the harmonic average of both, indicating the balance between 

precision and recall. F1-score is useful when false positives and false negatives have serious consequences and as a 

reference for the classification model's performance. 

2.4. The Proposed Method 

This research utilizes a CNN architecture by combining handcrafted SIFT features. The research process involves three 

key steps. First step is feature extraction from images using both CNN and SIFT models. Second step includes extracted 

features combination from CNN and SIFT models and the last step is classification and validation. In this step, the new 

image input (outsample) is test to detect whether the driver’s behavior is distracted or not. 

Figure 2 shows the CNN-SIFT architecture used in this study. The research employs ReLU and softmax activation 

functions. The ReLU activation function is used to learn more complex feature representations from the input data. 

This function produces a value of 0 if the input is negative and the input value itself if the input is positive [38]. The 

ReLU function is widely popular and effective in speeding up the model training process while reducing the risk of 

overfitting [39]. Softmax is an activation function at the output that produces probabilities for each output class. 

Softmax is used to classify inputs into various classes based on the probabilities generated [40]. 

 

 

Figure 2. Illustration of Model Incorporation in Research 
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3. Research Methodology 

3.1. Experimental Setup 

This research utilizes the "Four-Wheeler Driver Behavior Images" dataset from the National Research and Innovation 

Agency. This dataset involves four participants demonstrating ten different driver behaviors. The dataset acquisition 

process involved using a camera positioned on the left side of the car dashboard.  

Table 1. Dataset Description 

In the experimental study, all computations were performed using a notebook with the following specifications: device 

name LAPTOP-F054KD9L, AMD Ryzen 5 5500U processor with Radeon Graphics at 2.10 GHz, 16.0 GB installed 

RAM (15.3 GB usable), and a 64-bit operating system with a google Collaboratory (google colab). 

During the recording process, videos were captured at a resolution of 640x480 pixels. The dataset used consists of 3000 

images, with 300 images per class, totaling 10 classes. The dataset is grouped into two categories of driver behavior, 

namely safe and distracted. Each class of data is labeled according to the driver's behavior, as listed in table 1. Drivers 

exhibiting safe behavior are placed in class C0, while drivers with distracted behavior are placed in classes C1-C9. 

Table 2 shows sample examples from each class of driver images.  

Table 2. Example Samples of Driver Behavior Images for Each Class 

No Driver Behavior Example 

 

 

1 Normal driving 
 

 

 

2 Texting with right hand 
 

 

 

3 Talking on the phone with right hand 
 

Class Description 

C0 Normal driving 

C1 Texting with right hand 

C2 Talking on the phone with right hand 

C3 Texting with left hand 

C4 Talking on the phone wiht left hand 

C5 Operating the radio 

C6 Dringking 

C7 Reaching behind 

C8 Grooming 

C9 Talking with passengers 
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4 Texting with left hand 
 

 

 

5 Talking on the phone wiht left hand 
 

 

 

6 Operating the radio 
 

 

 

7 Dringking 
 

 

 

8 Reaching behind 
 

 

 

9 

 

 

Grooming 
 

 

 

10 Talking with passengers 
 

This data was processed using Google Colaboratory with a T4 GPU. Before modeling, the data used in this research 

was divided into 80% training data and 20% testing data. Data preprocessing involved several steps used to prepare 

and clean raw data before analysis or model creation. Dataset preprocessing techniques in this research include resize 

and rescale. The resize step involves changing the image size from 640x480 resolution to 256x256 pixels. Resizing the 

images provides several benefits, including more efficient use of computational resources due to smaller size, 

consistency in dataset size for easier data processing and model implementation, and reducing the risk of overfitting. 

The next step is image rescaling, which is done by dividing each pixel in the image by the value 255. The purpose of 

this step is to change the range of pixel intensities to be between 0 and 1. 

This research conducted modeling using ADAM optimization, which is an optimization method used to update 

parameters using a learning rate of 0.001. The categorical cross-entropy loss function is used to measure how close the 

predicted model probability distribution is to the actual target probability. The training process was conducted with a 

batch size of 64, determining the number of samples processed in one iteration, and using epochs of 20, 25, 50, and 

100. 

3.2. CNN Model 

In this modeling, a CNN model is applied using RGB color image inputs. The convolutional model for RGB color 

image inputs is constructed using several layers. Starting from the input layer with a shape of (256, 256, 3), representing 

an image with three channels (RGB), followed by a convolutional layer (Conv2D) with 32 filters, a kernel size of (3, 

3), padding 'same', and ReLU activation function. This process is continued with a MaxPooling layer (MaxPool2D) 

with a pool size of (2, 2) to reduce the dimensions of the image. These convolutional and pooling layers are repeated 

to create more complex feature representations. Afterward, the image is flattened (Flatten) and continued with a Dense 

layer with 100 neurons and ReLU activation. The last Dense layer has 10 neurons (corresponding to the number of 
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classes) with softmax activation function to produce classification output. Table 3 represents the construction of the 

CNN model along with its parameters. The final results consist of accuracy and loss values for both training and testing 

to provide an overview of how well the model can improve image classification. Table 4 presents the accuracy and loss 

values using the CNN model. 

Table 3. Architecture of the CNN model 

Step Layer Shape Parameter 

1  InputLayer (256,256,3) 0 

2 Conv2D (256,256,32) 896 

3 max_pooling2d (128,128,32) 0 

4 Conv2D (128,128,64) 18.496 

5 max_pooling2d (64,64,64) 0 

6 flatten (262144) 0 

7 dense  (100) 26.214.500 

8 dense (10) 1.010 

 Total params   26.234.902 

 Trainable params 
 

26.234.902 

 Non-trainable params   0 

Table 4. Accuracy and Loss obtained from the training and testing data for the CNN Model 

Epoch   
Training Testing 

Accuracy  Loss  Accuracy   Loss  

20  100% 1,31×10−4 98,33% 0,07 

25  100% 1,51×10−4 98,33% 0,05 

50  100%  1,28×10−5 98,17% 0,08 

100  100% 7,50×10−7 98,20% 0,11 

The CNN model in table 3 shows fluctuations in performance. At epoch 20, the accuracy reaches 98.33%, but the loss 

value is relatively high at 0.07. At epoch 25, there is an accuracy of 98.33%, accompanied by a lower loss value of 

0.05. By epoch 50, there is a decrease in accuracy to 98.17%, and the loss value increases to 0.08. At epoch 100, the 

accuracy increases again to 98.20%, but with a corresponding increase in the loss value to 0.11. Table 5 shows the 

performance results of the best CNN model epoch 25.  

Table 5. Performance of each class for the best CNN Model 

Class Precision (%) Recall (%) F1-score (%) 

C0 100 95 97 

C1 100 97 98 

C2 95 100 98 

C3 99 94 96 

C4 94 100 97 

C5 98 98 98 

C6 100 100 100 
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C7 100 100 100 

C8 100 100 100 

C9 97 98 98 

average 98 98 98 

accuracy 98 

 

3.3. CNN-SIFT Model 

In this model, a combined model is employed consisting of two parts: the first part processes RGB image data using a 

CNN model, and the second part processes image data whose features are extracted using the SIFT algorithm. 

In the first part, or the RGB input part, it starts with an input layer sized (256, 256, 3) representing the image with three 

color channels. Then, a convolution operation is performed with a Conv2D layer having 32 filters, kernel size (3, 3), 

padding 'same', and using ReLU activation function. Subsequently, pooling is carried out with a MaxPool2D layer with 

a pool size of (2, 2). This process is repeated with the next Conv2D layer having 64 filters and concluded with a Flatten 

layer. 

The second part, or the SIFT Input part, begins with an input layer sized (128,) according to the dimensions of the 

extracted SIFT features. This operation is then flattened. This combined model involves a Dense layer with 128 neurons 

and linear activation for the SIFT input. Then, using a Concatenate layer, the outputs from the RGB and SIFT parts are 

merged. The process continues with a Dense layer having 100 neurons and ReLU activation function, and an output 

Dense layer with 10 neurons corresponding to the number of classes and using softmax activation. Table 6 represents 

the construction of the CNN-SIFT model along with its parameters. 

The final results consist of the accuracy and loss values for both training and testing, providing an overview of how 

well the model can improve image classification. Table 7 shows the accuracy and loss values using the combined SIFT 

and CNN model. 

Table 6. Architecture of the CNN-SIFT Model 

Step layer Shape Parameter 

1 InputLayer RGB (256,256,3) 0 

2 Conv2D RGB (256,256,32) 896 

3 max_pooling2d RGB (128,128,32) 0 

4 Conv2D RGB (128,128,64) 18.496 

5 max_pooling2d RGB (64,64,64) 0 

6 Flatten RGB (262144) 0 

7 InputLayer SIFT (128) 0 

8 Flatten SIFT (128) 0 

9 dense SIFT (128) 16.512 

10 concatenate (262272) 0 

11 Dense (100) 26.227.300 

12 Dense (10) 1010 

 Total params  26.264.214 

 Trainable params  26.264.214 

 Non-trainable params  0 
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Table 7. Accuracy and Loss obtained from the training and testing data for the CNN-SIFT Model 

Epoch   
Training Testing 

Accuracy Loss Accuracy  Loss  

20 100% 4,67×10−4 99,00% 0,06 

25 100% 5,19×10−4 98,66% 0,05 

50 100% 3,44×10−5 99,00% 0,05 

100 100% 1,46×10−6 98,66% 0,08 

The combined SIFT and CNN model in table 4 shows that at epoch 50, the accuracy reaches 99.00% with a loss value 

of 0.06. Meanwhile, at epoch 25, despite a slight decrease in accuracy to 98.66%, the loss value remains low at 0.05. 

At epoch 50, the accuracy increases again to 99.00% with a loss of 0.05, and at epoch 100, the accuracy remains high 

at 98.66% with a loss of 0.08. table 8 shows the performance results of the best CNN-SIFT model.  

Table 8. Performance of each class for the best CNN-SIFT Model 

Class Precision (%) Recall (%) F1-score (%) 

C0 100 100 100 

C1 100 98 99 

C2 98 100 99 

C3 100 95 97 

C4 95 100 98 

C5 98 98 98 

C6 100 100 100 

C7 100 100 100 

C8 100 100 100 

C9 98 98 98 

average 99 99 99 

accuracy 99 

Overall, the CNN-SIFT model in table 7 demonstrates more consistent performance with high accuracy levels and low 

loss values at each epoch stage. In contrast, the CNN model in table 4 exhibits fluctuating performance with varying 

accuracy and loss values. Therefore, the use of the CNN-SIFT model can be considered a more stable and effective 

approach in image classification compared to a single CNN model.  

3.4. Discussion 

This study do not provide any statistical significancy testing to determine the differences between CNN and CNN-

SIFT. However, the Boxplot comparison of precision, recall, and F1-score in figure 3 illustrates that CNN-SIFT 

produces a narrower range of values with a higher median than those obtained from CNN model. This demonstrates 

that the CNN-SIFT model outperforms the CNN model. 
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(a) Precision     (b) recall  (c) F1-score 

Figure 3. Boxplot comparison for (a) Precision, (b) Recall and (c) F1-score obtained from the best CNN and CNN-

SIFT model 

In case of running the CNN model with 25 epochs, it consumes 130.69 seconds for the training time and needs 3,766.48 

MB of memory. In contrast, CNN-SIFT necessitates a memory of 3,198.72 MB and a training duration of 237.09 

seconds. CNN-SIFT training duration is nearly twice as long as CNN due to the additional steps involved in the SIFT 

process. It is intriguing that CNN-SIFT necessitates less memory to generate more precise class predictions than CNN 

models. The results are consistent for other optimal epochs. 

Based on the experimental study, both accuracy and loss show the consistent patterns for the training data, where the 

accuracies increase and the losses decrease as the number of epochs increases. Meanwhile, the testing data exhibit 

fluctuations that are believed to be the consequence of overfitting, which may be precipitated by the use of insufficiently 

representative data during the training process (see table 4 and table 6). A more thorough examination is required to 

investigate the factors that may contribute to the fluctuation results in the accuracy and loss of testing data. In practical 

applications, further study is needed to address the challenge of overfitting. The network needs to be trained with more 

diverse data that can represent all possible driver behavior patterns. 

For the real-world deployment, The CNN-SIFT approach can be applied through the development of an application 

program for mobile phones that combines the camera sensor capabilities of the mobile phone with a CNN-SIFT based 

detection program. The camera on the mobile phone which is located close to the driver will record the driver's 

behaviors while driving, so that when it is discovered that behaviors endanger security and safety, the application will 

immediately provide a warning to the driver or passengers in the vehicle. The warning can be in the form of a sound 

or text notification that can be received directly or transferred via Bluetooth to other mobile phones. However, this 

system certainly requires precise and sensitive camera sensor capabilities for capturing images, a relatively large mobile 

phone memory capacity, and adequate mobile phone processor speed. 

Besides that, further research into the development of combining CNN with other handcrafted feature approaches is an 

intriguing area to explore. HOG and SURF are two other handcrafted feature approaches that are worth studying in 

combination with CNN. The HOG has similarities with SIFT in that it similarly extracts an area surrounding a key 

point and constructs a histogram of gradients from this region. The primary distinction lies in the fact that the area is 

larger and the cells are configured to overlap. Hence, the HOG contributes to capturing more precise information. 

Meanwhile, the SURF utilizes an integral image, sometimes referred to as a summed-area table, which is a 

computational method and data structure for rapidly and effectively calculating the total sum of values inside a 

rectangular segment of a grid. It demonstrates superior performance compared to other descriptors, such as SIFT, in a 

consistent and substantial manner [12]. Therefore, the application of the hybrid CNN-HOG and CNN-SURF schemes 

for driver behavior detection is interesting for further research. 

4. Conclusion 

This study illustrates significant efforts in enhancing the detection of distracted driving behavior through artificial 

intelligence approaches, particularly by leveraging a CNN model combined with handcrafted features using SIFT. The 

experiments demonstrate that the combined SIFT and CNN model provides more stable and effective performance 

compared to a single CNN model, particularly achieving the highest accuracy of 99.00% at epoch 50. Although the 

single CNN model exhibits greater fluctuations with decreases in accuracy and increases in loss values at certain epoch 
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stages. These fluctuations can be attributed to insufficiently representative data, inadequate dataset size and quality, 

and the complexity of the number of layers used. 

The research findings suggest that the combined SIFT and CNN approach can be considered a more reliable solution 

for improving image classification related to driver behavior. Therefore, for future research, it is recommended to 

optimize model parameters and structures to achieve better results and gain a deeper understanding of the feature 

interactions from both input sources. It is also suggested to explore handcrafted features further and develop hybrid 

models to deepen the understanding of feature interactions from various input sources. Additionally, diversifying data 

and integrating the model into smart vehicle technology can enhance the generalization and practical applicability of 

this research. 

Subsequent research should involve studying driver behavior data obtained directly from the field to achieve more 

relevant results in real-world situations. Furthermore, addressing the challenges and requirements for real-world 

implementation, such as reliability, integration with existing systems, scalability, security, and compliance with 

industry regulations, will provide a clearer path for the practical use of this model in smart vehicles. 
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