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Abstract 

The ability of ChatGPT to increase student interaction and personalize learning has the capacity to dramatically change educational institutions. 
It can help students to ask questions and receive immediate answers from their teachers, provide personalized feedback, as well as provide 
dynamic experiential learning. This research explores the factors affecting the intention to use ChatGPT for educational purposes, based on 
Innovation Resistance Theory (IRT). A structural equation modeling was used to analyze data that was gathered from 340 American learners. 
The results show that usage barrier construct, value barrier, risk barrier, image barrier, traditional barrier, and perceived cost barriers are 
negatively associated with the intention to use ChatGPT. These findings have important ramifications for ChatGPT developers, educators, and 
academic institutions. Educators can leverage ChatGPT's capabilities to enhance student learning experiences, facilitate personalized learning 
paths, and foster collaborative learning environments.    
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1. Introduction  

It is projected that artificial intelligence (AI) will revolutionize education by bringing about an unprecedented shift in 

the methods of teaching and learning [1]. The term AI refers to the system that correctively interpret and gain 

knowledge from the data, and use it to achieve the goals with flexible adjustments [2]. In recent years, AI has been 

widely used and rapidly transformed [3]. The goal of this technology is to develop systems that can think and act like 

humans, so they can accomplish their goals [4]. The relevance of AI is seen in its ability to completely transform a 

wide range of sectors and businesses, including healthcare, finance, education, and entertainment. AI-powered systems 

in the healthcare industry are able to evaluate enormous volumes of medical data to help with medication development, 

diagnosis, and treatment planning, resulting in more effective and individualized healthcare delivery [5]. AI algorithms 

in finance may improve risk management and decision-making processes by analyzing market patterns, spotting fraud, 

and optimizing investment strategies. In education, AI-driven tools like intelligent tutoring systems and adaptive 

learning platforms can provide personalized learning experiences, identify student strengths and weaknesses, and offer 

targeted interventions, ultimately improving learning outcomes. 

AI-driven instruments, such as language models and chatbots, like ChatGPT, are essential for improving the process 

of learning [6]. Chatbots use machine learning algorithms and natural language processing that simulate interaction in 

a human-like manner [7], [8]. AI Chatbots are easily accessible tools that offer quick responses to students’ questions 

anytime [9].  ChatGPT, a generative pretrained transformer, is the advanced and better version of earlier generative 

forms which is capable of making forecast and generating response to any almost any query [10], [11].  According to 

[12], these automated solutions are adept at expediting administrative duties, enabling individualized learning 

experiences, and encouraging increased student participation. In particular, ChatGPT is unique as an AI-powered 

chatbot that may serve as a virtual assistant by responding to inquiries, providing clarifications, and creating 

instructional content [13]. The public ChatGPT makes use of the generative pre-trained transformer (GPT) 3.5. 
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Recently, OpenAI revealed GPT4, its most current language modelling system, which was recently gradually included 

to ChatGPT Plus. GPT4 is capable of handling text and picture inputs, generating text outputs that are desired and 

exhibiting human-like performance on a range of educational and professional standards. ChatGPT 4 is superior in 

terms of conciseness and reasoning than its previous version [14]. It is also capable of handling the photos and videos 

in the context making it easy for the learner to use it for legitimate purpose [15].  The latest ChatGPT version enhance 

students’ experience through adaptive learning system and personalized content creation. In addition, instead replacing 

teachers’ role, it is empowering them to play their effective role by applying novel pedagogical techniques that 

encourages students’ involvement with textbook [9], [16]. However, some researchers argued that the introduction of 

ChatGPT in the education setting might reduce teachers and student’s interaction [17]. This could lead fewer meaning 

discussion, receiving emotional support and guidance which are essential for the personal development and learning 

experiences [18]. In addition, ethical consideration is another significant challenge. These concerns include ChatGPT-

generated content for and assignments which pose a threat to academic integrity [19]. There are also some drawbacks 

to using ChatGPT for teachers. One of the main concerns is teachers’ overly dependence on ChatGPT, which hinders 

their critical thinking, problem-solving capabilities, and diminishes the learning curve [18], [20], [21].  

The growing worldwide need of ChatGPT has led to a deeper look at potential barriers to its further acceptance, 

particularly in the US, due to its large user base and importance to cutting-edge technology [5]. This research uses all 

five of the Innovation Resistance Theory's factors to better understand the barriers preventing the adoption of ChatGPT. 

Furthermore, an important aspect to investigate is the perceived cost barrier, which is seen in earlier studies as a 

significant barrier to the general adoption of novel technology [22]. Innovation Resistance Theory offers a thorough 

framework for comprehending user resistance to new technology adoption (e.g., ChatGPT) [23].  Using this theoretical 

framework, the research looks for distinct resistance points that user could show when thinking about incorporating 

ChatGPT into regular conversations [24]. Despite the abundance of literature on AI technology now in prior literature, 

there is still very little research on the adoption of ChatGPT in education through the lens of innovation resistance 

theory model. This study fills the gap in literature by investigating the factors contributing to resistance, seeking 

insights into the underlying causes of the limited adoption of ChatGPT among students in the United States. The 

primary goal is to establish connections between usage barrier, value barrier, risk barrier, tradition barrier, image 

barrier, perceived cost barrier and intention to adopt ChatGPT among U.S students. Additionally, the study aims to 

analyze statistical variances in ChatGPT adoption intention between users and non-users. To explore these barriers, 

Innovation Resistance Theory (IRT) and a negative valance factor are employed as analytical frameworks.  

The following research questions may be inferred from the preceding assertions: (1) How much technology adoption 

resistance contributes to ChatGPT adoption intention?   

The theoretical contribution of this research lies in its comprehensive investigation of factors contributing to resistance 

in the adoption of ChatGPT among students in the United States. By employing IRT and a negative valence factor as 

analytical frameworks, the study delves into the usage barrier, value barrier, risk barrier, tradition barrier, image barrier, 

perceived cost barrier, and their impact on intention to adopt ChatGPT. In past, many researchers used technology 

adoption theories to understand ChatGPT adoption in education. For example, [25] used Technology-Organization-

Environment (TOE) framework to understand university students ChatGPT adoption. [26] integrated AI device use 

acceptance (AIDUA) model and cognitive appraisal theory (CAT) to assess the acceptance of ChatGPT4. [27] used an 

extended Unified Theory of Acceptance and Use of Technology (UTAUT) with perceived interactivity and privacy 

concern to assess the factors influencing users’ acceptance of ChatGPT. [28] employed an extended technology 

acceptance model (TAM) with intrinsic motivation to examine ChatGPT adoption among undergraduate students in 

Hong Kong. [29] used and extended UTAUT with anxiety to predict the adoption of ChatGPT among higher education 

students in UK and Nepal. [30] used Technology Readiness theoretical lens to identify the factors affecting Jordanian 

students’ acceptance of ChatGPT. However, past studies have not paid much attention to the barriers of ChatGPT 

adoption, particularly using the theoretical lens of IRT.  This research not only fills a gap in the literature by applying 

the IRT model to the context of ChatGPT adoption but also offers insights into the dynamics of resistance points that 

user may exhibit when considering the integration of ChatGPT into their regular interactions. The research questions 

posed in this study serve as a guide for future academics exploring technology adoption in the ever-evolving landscape 

of conversational AI, emphasizing the importance of understanding and addressing resistance factors to maximize the 
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societal benefits of innovative technologies like ChatGPT. The results of this study have consequences that go beyond 

its immediate scope since they may be used as a guide by future academics who want to look into related topics in the 

always changing field of technology adoption. In light of the ongoing progress in conversational AI, it is critical to 

comprehend and understand the resistance factors or barriers factors in order to optimize the societal advantages that 

can be derived from innovative technologies such as ChatGPT. IRT factors are technology-specific and focus on 

underlying causes of students’ resistance to using ChatGPT. Understanding the specific barriers to ChatGPT adoption 

will help academicians to design specific training sessions for the teachers to address students’ concerns and accelerate 

the rate of adoption among the students.    

The next section is the literature review, which will discuss the significance of IRT as theoretical lens for the current 

study. Furthermore, literature review discusses hypotheses development by explaining different barriers affecting the 

adoption of ChatGPT. The methodology section will discuss the development of measurement scales which is based 

on past studies established scales, data collection and sampling procedure. Fourth section explains the data analysis 

and results. This section will elaborate the statistical technique used in this study, validation of measurement and 

structural models and report the findings based on hypothesized research model.  Next section provides a detail 

discussion on current study findings and compare it previous studies. Furthermore, the study will discuss the theoretical 

implication by emphasizing the role of IRT factors and its contribution in literature. Practical implications propose 

strategies that will help to increase ChatGPT adoption among students.  Finally, the study proposes future research 

directions that will help researchers to explore new avenues of research and expand literature on ChatGPT adoption in 

education.    

2. Literature Review  

2.1. Innovation Resistance Theoretical Perspective 

The innovation resistance theory provides a theoretical framework in understanding the resistance-oriented behavior 

of the students [1], [13]. IRT helps to explain why customers are apprehensive of new developments. They further 

argued that innovation resistance is a behavior that arises from users' logical assessment and evaluation of a new 

innovation that has the potential to disrupt the current paradigm and diverge from their preexisting beliefs [1].  In 

addition, there are two kinds of consumer opposition: aggressive and passive [8]. The functional barriers outlined in 

the IRT can be utilized to explore active resistance, which arises from the attributes or characteristics of 

innovations [12]. The behavioral contradictions caused by the use, value, and the hazard of the invention creates hurdles 

to its acceptance and usage. Conversely, passive resistance arises from disagreements with previous concepts and may 

be examined using the psychological barriers that innovation resistance theory presented. The two categories of 

psychological barriers are tradition and image. The inclusiveness of the IRT renders it a suitable framework for 

investigating users' reluctance towards innovations [12]. Additionally, prevalent theoretical frameworks like the 

diffusion of innovation and technology acceptance model do not specifically address the examination of resistance 

towards user innovations [3]. The IRT focuses on understanding customers' reactions to any product in terms of 

barriers, such as usage, risk, value, tradition, and image, provides researchers with a theoretical foundation for 

understanding resistance to innovations. This is particularly significant as innovations will continuously permeate the 

market.  

In past, the literature on IRT presents mixed results regarding the influence of barriers affecting technology adoption. 

[32] findings revealed that all factors of IRT negatively influence purchase of eco-friendly cosmetics. Similarly, the 

findings of [33] indicate the negative influence of the IRT variable on the use of mobile ticketing systems. [79] 

employed IRT to evaluate tourists’ adoption of mobile payment systems (MPS) and found that traditional and value 

barriers do not affect the adoption of MPS among the tourists. [34] used IRT to assess consumers’ adoption of internet 

banking and found the insignificant effect of traditional barriers on adoption. Recently, [35] found the insignificant 

impact of value barriers on the adopting food delivery applications. However, the literature is limited on the barriers 

of adopting ChatGPT, particularly the barriers affecting students’ intention to use ChatGPT through the lens of IRT. 

Therefore, this study uses IRT framework and evaluates the barriers affecting the adoption of ChatGPT among the 

university students.  
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2.2. Usage Barrier and Intention to Use Chatgpt 

The concept of usage barriers pertains to the hindrances that arise from potential modifications, particularly when it 

comes to utilizing novel technology [4]. For instance, the cognitive effort of learning how to use and integrate new 

technologies, such as ChatGPT, could be a major barrier. Additionally, in order to prepare for the new technology, it 

is also necessary to adjust established routines and habits, which contributes to the complexity of the process [5]. It is 

possible that these barriers will hinder future usage and adoption even after the first learning period is over. 

Research has indicated a negative connection between usage barriers and users' intentions to adopt newer digital 

innovations, including smartphone banking [22], online shopping [3], and mobile commerce [23]. The use of 

conversational AI models, like ChatGPT, may also be justified by this logic. Usage barriers, which include factors like 

sophistication, inexperience, and interface challenges, may seriously restrict users' ability to effortlessly integrate 

ChatGPT into their everyday lives [24], [36]. A key contention posits that the conversational interface of ChatGPT 

might present difficulties for users to navigate and interact with, potentially resulting in feelings of frustration and a 

hesitancy to integrate it into their daily routines [31]. Therefore, based on the argument above we postulate the 

following hypothesis. 

H1: Usage barrier will have a negative influence on the intention to use ChatGPT 

2.3. Value Barrier and Intention to Use Chatgpt 

The concept of value barriers is used for dealing with criticisms, particularly when weighing the advantages of an 

innovation against the costs associated with its implementation and learning [37]. To ensure minimal value barriers, 

ChatGPT should provide users with more value in exchange for both time and energy they invested in education and 

adapting to these systems. 

Research has shown that there is a connection between value barriers and user behavior concerning acceptance, 

resistance, and use of various technologies. Most previous literature indicates that value barriers negatively affect user 

intentions in a number of contexts, including online shopping [38] and artificial intelligence [39]. Value barriers, such 

as factors like perceived utility, value, and compatibility with user values, may significantly reduce users' intentions to 

use ChatGPT. A fundamental dispute revolves around the possible discrepancy between user projections and the 

perceived value of ChatGPT. If users don't think ChatGPT will significantly improve their lives or think the capabilities 

aren't necessary for them, they can be reluctant to use it. Furthermore, as the research on AI has shown, worries about 

the ethical ramifications and biases in AI might serve as significant value barriers [31]. Therefore, based on the 

discussion ahead we postulate the following hypothesis.  

H2: Value barrier will have a negative influence on the intention to use ChatGPT 

2.4. Risk Barrier and Intention to Use Chatgpt 

Risk barriers pertain to the reluctance stemming from uncertainties inherent in any innovation technology. According 

to [40] acceptance of innovation is contingent upon the degree of uncertainties introduced by the innovation itself. For 

example, innovation acceptance tends to decrease when the innovation involves heighten levels of uncertainty. [41] 

identified four distinct categories of risks linked to innovation: physical, economic, functional, and social.  

It is possible that users of ChatGPT will face a number of risks, making it more difficult for them to use and adopt the 

platform [41]. These risks include the possibility of misinformation or unintended generation of content that may lead 

to misunderstandings or misinterpretations. Users may be worried about the lack of control over the generated answers, 

as well as possible ethical difficulties resulting from biased or incorrect outputs. In addition, users of ChatGPT may 

share information that they feel private or sensitive, raising concerns about data security and privacy [42]. Furthermore, 

as the model's answers are based on patterns discovered from data and could not always represent correct or current 

information, there is a chance that using ChatGPT excessively for important decision-making or information 

distribution might provide difficulties. To build user trust and encourage the responsible and advantageous use of 

ChatGPT in a variety of applications, these potential risks must be addressed. Therefore, according to the argument, 

we postulate the underlying hypothesis.  

H3: Risk barrier will have a negative influence on the intention to use ChatGPT 
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2.5. Tradition Barrier and Intention to Use Chatgpt 

The success of every good or service is determined by its traditions [43]. According to scholars, traditions are deeply 

rooted in individuals' relationships and communities, and any challenge to them can lead to boycotts, negative publicity, 

and adverse word-of-mouth [44]. Tradition barriers are the challenges that arise from any innovation that affects a 

user's beliefs, or way of behaving [45]. According to research by [46], there is a negative connection between traditional 

barriers and the intent of adopting new innovations. 

Similarly, users may encounter traditional barriers while attempting to embrace ChatGPT, which might negatively 

affect their intention of incorporating this conversational AI model into their everyday routines [47]. These barriers 

might include the lack of understanding of and unwillingness to use cutting-edge technology, especially when it comes 

to artificial intelligence and natural language processing. The interactive interface of ChatGPT may be difficult for 

users used to more traditional forms of communication to get used to, which might make them reluctant to adopt this 

cutting-edge technology [48]. In order to break through these conventional barriers, it is necessary to raise user 

awareness while also making sure that ChatGPT's design is user-friendly, allowing for a smooth and simple interface 

that will encourage favorable intents for its adoption. Therefore, according to the argument, we postulate the underlying 

hypothesis. 

H4: Traditional barrier will have a negative influence on the intention to use ChatGPT 

2.6. Image Barrier and Intention to Use Chatgpt 

An image barrier is the unfavorable perception that customers have toward innovation because of a substantial change 

in its identity or appearance [38]. Customers may develop a bad image of a company if they find that the customer 

relationship and customer service are unsatisfactory [36], [40]. Additionally, they demonstrated how customer attitudes 

and behaviours towards various digital technology tasks are influenced negatively by their image. 

The image barrier may seriously impede user’s intention to use ChatGPT as they struggle with feelings of unfamiliarity, 

questions about dependability, and unpleasant experiences from the past [1], [40]. Because, ChatGPT is cutting edge 

technology, it could seem significantly different from traditional communication channels [49]. This might make users 

hesitant because they are concerned about the long learning process or find it difficult to get used to a new interface. 

Furthermore, customers may have issues about ChatGPT dependability if they are uneasy with the technology 

provider's track record or fear inaccurate or unsuitable results [50]. Users' pre-existing skepticism may be further 

exacerbated by negative prior experiences with comparable AI-driven tools, leading them to attribute their concerns to 

ChatGPT. Therefore, based on the argument above, we postulate the following hypothesis (see Figure 1). 

H5: Image barrier will have a negative influence on the intention to use ChatGPT 

2.7. Cost Barrier and Intention to Use ChatGPT 

In the context of ChatGPT, the financial factors that may prevent users from adopting the technology are referred to as 

“cost barrier”. This barrier frequently appears in the form of use charges or membership fees related to using ChatGPT 

services [51]. The possibility of incurring charges may discourage users, particularly if they feel that the expenditure 

is excessive for the advantages, they believe they will get or if they are on the tight budget. In addition, prospective 

customers may become reluctant or hesitant of there is no clear and value driven price structure in place [50], [52]. 

Cost factors are important when making decisions, therefore even if ChatGPT has useful features and capabilities, a 

large or ambiguous financial commitment may make user less likely to utilize it [53]. In order to overcome the cost 

barrier, supplier must set up fair and clear pricing system. When user believe the value, offer is greater than the 

associated cost, they will be more likely to adopt and engage with the product. Therefore, based on the argument above, 

we suggest the following hypothesis. Figure 1 below illustrate the conceptual model used in this research. 

H6: Cost barrier will have a negative influence on the intention to use ChatGPT. 
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Figure 1. Conceptual Model  

3. Methodology 

3.1. Data Collection and Sampling  

The nature of the study is quantitative, aiming to gather and analyze numerical data to draw statistical conclusions. The 

population of the study consists of students enrolled in various universities across the United States. University students 

are extremely tech-savvy [54], and they use ChatGPT for home assignments and paper writing [20]. Therefore, students 

were selected as the population of study.  To ensure target respondents participation in the research and meet the 

research objective, researchers used a non-probability random sampling approach to purposively distribute the 

questionnaire to university students across the United States. The students above 18 years old were selected to 

participate because they can record their independent responses (See Table 1). The responses were gathered using the 

study relied on an electronic questionnaire distributed randomly to students enrolled in various universities across the 

United States. A video link has been given to participants in compliance with [55] methodologies. There are a few 

YouTube tutorials that demonstrate how to use ChatGPT. The participants were asked to answer questions after 

watching the video. The video aims to clarify the functionality of ChatGPT for its users. The data were gathered from 

July to September, 2023.  [56] proposed 384 sample sizes for the population over two million. The number of questions 

in the questionnaire may also be used to determine the sample size; responses to each question should range from five 

to ten [57]. A total of 375 questionnaires were gathered once the study was finished. In the final analysis, 35 surveys 

were excluded because respondents didn't complete the questionnaires completely. At the end, a final list of 340 

questionnaires was finalized. 

Table 1. Sample Characteristics 

Feature Classification Number Percentage 

Gender Male 110 30.2 

Female 254 69.8 

Age Aged 40 and above 33 9.1 

36–39 65 17.9 

31–35 52 14.3 

26–30 125 34.3 

19-25 89 24.5 

Marital Status Married  125 34.3 

Single 239 65.6 

Education Junior college or below 102 28.0 

Bachelor’s degree 207 56.9 

Master’s degree or above 55 15.1 

Job Experience 0–3 years 187 51.4 
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4–10 years 112 30.8 

More than 11 years 65 17.9 

3.2. Measures 

We prepared a survey based on earlier scientific studies in effort to perform this assessment, and we changed some of 

the questions to better suit the objectives of this investigation. The survey questions were scored on a seven-point Likert 

scale. A research by [44] provided the basis for usage barrier consisting of four item scale. A sample item is, "In my 

opinion, ChatGPT is difficult to use. Similarly, value barrier consists of four item scales. A sample item is, "Using 

ChatGPT is uneconomical".  Moreover, risk barrier consists of five items scale. A sample item is "I'm worried that 

when utilizing ChatGPT, I'll make blunders.". In addition, traditional barrier consists of three items. A sample item is 

"I feel impatient with my ChatGPT applications. " Similarly, image barrier consists of three items. A sample item is 

"ChatGPT projected a very negative image”. Furthermore, perceived cost barrier consists of five items". A sample item 

is " I would be charged more to use ChatGPT”. In last, adoption intention of ChatGPT consist of six items. A sample 

item is " I intend to use ChatGPT. The details of constructs’ items are provided in Table 2.  The researchers took help 

from the three academic experts to evaluate the overall questionnaire structure. The experts suggested changes related 

to the sequence of the items and their wordings to match the study context. Additionally, they made minor changes in 

the layout of the final questionnaire. Before disseminating the questionnaire to the population of study, it was pretested 

on ten university students to confirm its face and content validity. Students clearly understood the questionnaire items’ 

meaning and didn’t report any ambiguity in the content. Then, the researchers distributed the questionnaire to fifty 

students for the pilot study. The results of the pilot test show that data is consistent as it achieved minimum reliability 

threshold value 0.70. After establishing the reliability of the questionnaire, it was finally distributed to the target 

population. Next section will elaborate the data analysis tools and techniques and report the findings of the study.  

4. Result and Discussion 

4.1. Analytical tool 

The purpose of the study is to assess students the adoption of ChatGPT through the lens of IRT. In this study, IRT 

proposed framework contained seven latent constructs. The study employed Covariance-based structural equation 

modeling (CB-SEM) to assess the proposed framework. CB-SEM is appropriate statistical technique for theory testing 

and confirmation [58]. This technique is also suitable for the analysis of normal data containing large sample size [59]. 

Additionally, CB-SEM uses several model fit indices such as CFI, NFI, AGFI, GFI, and RMSEA to determine whether 

model accurately represents the data.  Before testing the proposed research framework, a two-stage process was 

employed which include the validation of measurement model and structural model [60].  

4.2. Measurement Model Validation 

To examine the link among each factor, we performed a correlational inquiry. Table 2 displays the findings, which 

indicate a substantial association between the variables. Every component has a standard regression score of higher 

than 0.75 in Table 3 and Figure 2, suggesting that the estimations are more reliable [61]. The Cronbach-alpha method 

was employed to evaluate each factor's reliability. Table 3 shows that all factors' Cronbach values were higher than the 

recommended cutoff value of 0.70 [62], indicating that the data is reliable. Using a composite reliability (CR) 

calculation, the uniformity of all the indicators was examined. According to [59], the study's findings indicate that the 

CR values are higher than the 0.70 threshold value. We used the square measure of average variance extracted (AVE) 

to study discriminant validity. Since AVE has a greater square root value than its connection with other variables, the 

findings provide proof of discriminant validity [63]. The MSV value can be used as an alternative method of evaluating 

discriminant validity by comparing the AVE value with each of the factors. If AVE exceeds MSV, discriminant validity 

can be achieved [64]. The factors with AVE values higher than MSV values are confirmed by the findings. The possible 

relationship among these items was then examined using a convergent validity analysis utilizing item loadings and 

AVE [55]. The AVE values for each variable are significantly higher than 0.5, according to the results, indicating that 

these factors meet the standard and have 50% greater variation. It was determined that the values at 0.917 were greater 

than 0.6 using the Kaiser Meyer Olkin test (see Table 5). Thus, all factorial analyses were able to be conducted using 

this sample. Thus, all factorial analyses were able to be conducted using this sample. Further, BTS generated an 
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impressive value of 9,299.87, which meets the requirement for EFA. In Table 6, communalities statistics show that all 

indicators are above the suggested threshold value 0.4. 

Table 2. Results of factor loadings and reliability of latent constructs 

Constructs SFL VIF α 

Usage Barrier   0.892 

In my opinion, ChatGPT is difficult to use. 0.783   

In my opinion, ChatGPT is inconvenient to use 0.758 2.866  

In my opinion, ChatGPT is slow to use. 0.967 2.571  

In my opinion, progress in ChatGPT is unclear. 0.709 2.201  

Value Barrier   0.881 

Using ChatGPT is economically nonviable. 0.884 2.589  

Using ChatGPT is not any more advantageous than other tools. 0.848 1.275  

Using ChatGPT does not increase the ability to search for information 0.775 2.230  

Using ChatGPT is not a suitable replacement for a PC for doing searches. 0.824 2.533  

Risk Barrier 
 

 0.905 

I am afraid of making mistakes in the process of using ChatGPT. 0.765 1.169  

I am afraid of entering the wrong information in the ChatGPT process. 0.733 2.315  

I am afraid of faultiness in the function of ChatGPT   0.886 2.281  

I am afraid of exposure to privacy if using ChatGPT. 0.847 2.738  

I am afraid that ChatGPT's responses to my questions are wrong 0.771 1.849  

Tradition Barrier   0.878 

I become annoyed with my ChatGPT applications.  0.962   

I would rather communicate face-to-face instead of using ChatGPT.  0.708 2.095  

I prefer to get any information through search engines or phone calls. 0.702 1.907  

Image Barrier   0.967 

ChatGPT presented a rather unfavorable perspective. 0.734   

Many times, technological innovation is too difficult to utilize. 0.831 2.454  

ChatGPT is thought to be challenging to operate. 0.848 1.671  

Perceived Cost Barrier   0.868 

It would cost me extra to utilize ChatGPT  0.771   

Subscription fees for ChatGPT are expensive.  0.879 2.064  

Extra charges for ChatGPT are expensive.  0.740 1.962  

I would have to pay extra to utilize ChatGPT. 0.823 2.679  

Session expenses are higher when using ChatGPT than when using alternative methods. 0.734 2.146  

Adoption Intention   0.868 

My plan involves utilizing ChatGPT. 0.882 1.851  

I plan to utilize ChatGPT in the coming times. 0.710 2.421  

My intention is to employ ChatGPT to enhance convenience. 0.783 1.194  

I am determined to acquire the skills to operate ChatGPT. 0.773 2.182  

I have a desire to increase my usage of ChatGPT. 0.767   

I plan to suggest ChatGPT to my friends. 0.882 1.556  
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Table 3.  Discriminant Validity 

Constructs CR AVE UB VB RB TB IB PCB ITU 

UB 0.905 0.657 0.810       

VB 0.910 0.716 0.600 0.846      

RB 0.925 0.755 0.517 0.473 0.869     

TB 0.910 0.716 0.550 0.679 0.389 0.846    

IB 0.912 0.674 0.525 0.831 0.557 0.418 0.821   

PCB 0.926 0.716 0.328 0.558 0.674 0.423 0.557 0.846  

ITU 0.918 0.737 0.435 0.626 0.748 0.526 0.601 0.774 0.858 

Note: N= 364; CR = composite reliability; AVE = average variance extract; UB = usage barrier; VB = value barrier; RB = risk 

barrier; TB = traditional barrier; IB = image barrier; PCB = perceived cost barrier; ITU = intention to use. 

4.3.  Multicollinearity 

To determine the coefficients of the variance inflation factor (VIF) and fairness, a regression test is carried out to look 

for multicollinearity problems. The scores of the VIF shouldn't be higher than 0.1  [56]. The findings indicate that there 

are no multicollinearity problems in this framework as the weights of VIF and Tolerance are in accordance with and 

lie within the overall recommended range [65]. Table 4 and figure 2 presents the findings. 

Table 4. Collinearity diagnostics 

Variables Collinearity Statistics 

Tolerance  VIF 

Usage Barrier 0.745 1.458 

Value Barrier 0.865 1.654 

Risk Barrier  0.745 1.845 

Traditional Barrier 0.922 1.665 

Image Barrier  0.710 1.466 

Perceived Cost Barrier 0.890 1.525 

Notes: Dependent variable: Intention to Use ChatGPT 
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Figure 2. Measurement Model 

4.4. Common method variance 

A range of analytical and scientific techniques were employed to calculate the common method variance (CMV). First, 

in order to maintain the items' clarity, precision, and succinctness, a pilot research trial was conducted to confirm the 

instruments' applicability [66]. Second, if one component accounts for at least 50% of the total variation, Harman's 

model [66], [67] indicates that CMV effects. According to the study's results, the single factor component described 

26.89% of the data, which is less than the 50% criterion and confirms that there was no CMV in the dataset. Thirdly, 

in order to examine the CMV, [68] looked into the association between latent variables.  Every variable has a coefficient 

of less than 0.90. Based on our data analysis, there appears to be no CMV.  

Table 5. Kaiser Meyer Olkin (KMO) and Bartlett’s test. 

KMO and Bartlett’s test 

Kaiser Meyer Olkin Measure of Sampling Adequacy 0.917 

Bartlett’s Test of Sphericity 

Approx. Chi-Square 9,299.87 

Df 426 

Sig. 0.000 

Notes: df: Degree of freedom, Sig: Significance. 

4.5. Goodness-of-Fit  

Additionally, we evaluated goodness-of-fit indices using the classificatory method described by [69]. The framework 

showed excellent fitness with X2= 1142.22, Df = 672, RMSEA = 0.055, GFI = 0.865, and AGFI = 0.806, according to 

the IBM Amos 24.0 output. The absolute fit indices were compared to predetermined criteria, taking into account 

RMSEA below 0.08 and CMIN/DF below 3.0 [70]. The [571  proposed 0.90 level was exceeded by the GFI and AGFI. 

With NFI = 0.901, RFI = 0.922, TLI = 0.912, and CFI = 0.926, the incremental fit indices satisfied the requirement of 

being larger than 0.90 [70]. Finally, parsimonious fit indices (PCFI = 0.861, PNFI = 0.801, and PGFI = 0.706) that 

show model fit above the 0.50 barrier [70]. In conclusion, the outcomes confirm the established model's effectiveness. 

4.6. Hypothesis Testing  

In Table 6, our findings revealed a significant negative impact of usage barrier on intention to use ChatGPT (H1–β = -

0.217, p < 0.001). Similarly, value barrier ethics is also significantly and negatively related to intention to use ChatGPT 

(H2–β = -0.686, p < 0.001). Hence, hypotheses 1 and 2 are supported. Furthermore, risk barrier has a negative and 

significant association with intention to use ChatGPT (H3–β = -0.139, p < 0.01); therefore, the third hypothesis is 
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supported. Further, findings indicated that tradition barrier had a positive and significant relationship with intention to 

use ChatGPT (H4–β = -0.473, p < 0.001). According to our results, the findings of the study indicate that image barrier 

is negatively related to intention to use ChatGPT (H5–β= -0.410, p < 0.001). In last, perceived cost barrier is also 

negatively and significantly related to intention to use ChatGPT (H6–β = -0.368, p < 0.01). 

Table 6. Results of direct paths. 

Hypothetical paths β S.E. t-value p-value 
Confidence interval 95% 

Results 

 LLCI ULCI 

H1 UB→ITU -0.217 0.053 -4.056 0.000 [-0.331, -0.124] Supported 

H2 VB→ITU -0.686 0.067 -10.354 0.000 [-0.597, -0.243] Supported 

H3 RB→ITU -0.139 0.052 -2.649 0.008 [-0.246, -0.036] Supported 

H4 TB→ITU -0.473 0.077 -6.138 0.000 [-0.613, -0.304] Supported 

H5 IB→ITU -0.410 0.116 -3.529 0.000 [-0.605, -0.135] Supported 

H6 PCB→ITU -0.368 0.107 -3.439 0.000 [-0.666, -0.249] Supported 

Note: N= 364; UB = usage barrier; VB = value barrier; RB = risk barrier; TB = traditional barrier; IB = image barrier; PCB = 

perceived cost barrier; ITU = intention to use. 

5. Conclusion 

The present study aims to verify the applicability of the innovation resistance theory for evaluating the drivers of 

intention to use ChatGPT. The original model was modified and extended by incorporating usage barrier, value barrier, 

traditional barrier, image barrier, perceived cost barrier and risk barrier. 

Firstly, the findings indicate that usage barrier, usage barrier negatively correlates with intention to use ChatGPT. The 

outcomes are consistent with the prior study of [41] who suggest that the concept of usage barriers pertains to the 

hindrances that arise from potential modifications, particularly when it comes to utilizing novel technology. For 

instance, the cognitive effort of learning how to use and integrate new technologies, such as ChatGPT, could be a major 

barrier. Additionally, in order to prepare for the new technology, it is also necessary to adjust established routines and 

habits, which contributes to the complexity of the process [42]. It is possible that these barriers will hinder future usage 

and adoption even after the first learning period is over. 

Secondly, our findings indicate that value barrier is negatively associated with intention to use ChatGPT. A correlation 

has been found between value barriers and the acceptance, resistance, and use of various technologies by users. Past 

literature indicates that value barriers negatively affect user intentions in a number of contexts, including online 

shopping [47] and artificial intelligence [48]. Value barriers, such as factors like perceived utility, value, and 

compatibility with user values, may significantly reduce users' intentions to use ChatGPT. A fundamental dispute 

revolves around the possible discrepancy between user projections and the perceived value of ChatGPT. 

Thirdly, our study indicates that risk barrier is negatively associated with intention to use ChatGPT. According to [40], 

the acceptance of innovation is contingent upon the degree of uncertainties introduced by the innovation itself. It is 

possible that users of ChatGPT will face a number of risks, making it more difficult for them to use and adopt the 

platform [49]. These risks include the possibility of misinformation or unintended generation of content that may lead 

to misunderstandings or misinterpretations. Users may be worried about the lack of control over the generated answers, 

as well as possible ethical difficulties resulting from biased or incorrect outputs. 

Fourthly, the study findings indicate that tradition barrier negatively connected with intention to use ChatGPT. Users 

may encounter traditional barriers while attempting to embrace ChatGPT, which might negatively affect their intention 

of incorporating this conversational AI model into their everyday routines [72]. These barriers might include the lack 

of understanding of and unwillingness to use cutting-edge technology, especially when it comes to artificial intelligence 

and natural language processing. The interactive interface of ChatGPT may be difficult for users used to more 
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traditional forms of communication to get used to, which might make them reluctant to adopt this cutting-edge 

technology [57]. 

Fifthly, the study findings describe that image barrier negatively linked with intention to use ChatGPT. The image 

barrier may seriously impede user’s intention to use ChatGPT as they struggle with feelings of unfamiliarity, questions 

about dependability, and unpleasant experiences from the past [36], [61]. Because, ChatGPT is cutting edge 

technology, it could seem significantly different from traditional communication channels [62]. This might make users 

hesitant because they are concerned about the long learning process or find it difficult to get used to a new interface. 

Furthermore, customers may have issues about ChatGPT dependability if they are uneasy with the technology 

provider's track record or fear inaccurate or unsuitable results [13]. 

Lastly, the outcomes suggest that perceived cost barrier adversely associated with intention to use ChatGPT. This 

barrier frequently appears in the form of use charges or membership fees related to using ChatGPT services [73]. The 

possibility of incurring charges may discourage users, particularly if they feel that the expenditure is excessive for the 

advantages, they believe they will get or if they are on the tight budget. In addition, prospective customers may become 

reluctant or hesitant of there is no clear and value driven price structure in place [13], [63]. 

5.1. Theoretical Implication  

The research makes the significant theoretical contribution by conducting a comprehensive investigation into the 

factors that contribute to resistance in the adoption of ChatGPT among students in the United States. By leveraging 

IRT and incorporating a negative valence factor as analytical frameworks, the study delves deeply into various barriers 

such as usage, value, risk, tradition, image, and perceived cost barriers. These barriers are examined in relation to their 

impact in the intention to adopt ChatGPT. This research not only fills a critical gap in the literature by applying the 

IRT model specifically to the context of ChatGPT adoption but also provides valuable insights into the dynamics of 

resistance points those users may encounter when considering the integration of ChatGPT into their regular interaction. 

Furthermore, the study’s exploration of the research question serves as a guiding framework for future academics 

interested in investigating technology adoption, particularly within the dynamic landscape of conventional AI. This 

emphasizes the importance of understanding and addressing resistance factors to fully realize the societal benefits of 

innovative technologies like ChatGPT.  

5.2. Practical Implication  

Firstly, the successful implementation of ChatGPT in higher education necessitates careful strategizing and evaluation 

of numerous elements. This section explores a number of crucial components that employers should consider when 

introducing ChatGPT into higher education [74], [51]. In order for instructors and learners to utilize ChatGPT 

effectively, academic institutions should provide the necessary training and support. The ability and confidence of 

participants may be increased via these training and support systems, which can assist in overcoming barriers. Users 

are better prepared to handle barriers with thorough training, which promotes more effective and smooth incorporation 

of ChatGPT into their teaching methods. 

Secondly, it is crucial to provide quality assurance while integrating ChatGPT into higher education. To guarantee the 

accuracy and reliability of ChatGPT recommendations, institutions need to set up procedures. They should also come 

up with strategies to deal with any possible biases or errors that could occur. Prior to implementing ChatGPT on a large 

scale, academic institutions should conduct a pilot study that includes a restricted sample of instructors and students. 

This first stage is crucial for locating and fixing any problems or difficulties, as well as offering an opportunity to 

enhance the program. Companies are obligated to closely monitor assessments in order to ascertain the influence of 

ChatGPT on student learning results, teacher workload, and other crucial factors. 

Lastly, it is imperative that organizations take into consideration the long-term viability and scalability of using 

ChatGPT. It is of the utmost importance to ensure that sufficient funds are available to provide network support and 

maintenance over the long term and that it can effectively handle growing demand as the user base expands. To 

efficiently deploy ChatGPT in higher learning, several things must be properly considered. We can unleash ChatGPT's 

potential to revolutionize higher education by resolving these challenges, which will allow institutions to properly use 

ChatGPT. 
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5.3. Limitations and Future Research  

In spite of ChatGPT's revolutionary potential in higher education, there are still plenty of aspects that need further 

investigation and improvement. We go over several recommendations and policies for using ChatGPT in higher 

education in this part.  Firstly, a questionnaire survey was used to gather information in this study owing to its low cost. 

Nevertheless, there are a few limitations to this approach, such as the time-consuming nature of retrieving surveys and 

the possibility of having trouble obtaining precise distribution quantities. In order to guarantee higher accuracy and 

dependability, in-person interviews should be carried out instead. This technique is distinguished by its synchronous 

communication in both time and location. Secondly, cross-sectional research focused on impediments to ChatGPT 

adoption among U.S. students over a certain time. However, this technique, restricted to a certain time period, may 

make conclusions meaningless in the future since the gathered information represents just that precise moment in 

United States. To bypass this constraint, a longitudinal strategy is advocated, allowing researchers to track trends over 

an extended term and get more precise information on individuals' changes. Thirdly, in the future, personalization and 

customization may be potential advancements. It is worth looking at how universities are using ChatGPT to provide 

personalized recommendations based on the needs and preferences of individual students. This may include entering 

student data, such as their preferred methods of learning and track record of academic achievement, into ChatGPT's 

suggestions. Lastly, it is also important that future development prioritizes help from international organizations. As 

higher education grows more internationally focused, institutions need to consider how they might use ChatGPT to 

empower students who do not understand English. This may include translating ChatGPT models into other languages 

or using computerized translation to provide recommendations in many languages.  
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