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Abstract

This study aims to compare the effectiveness of three feature selection techniques, namely Principal Component Analysis (PCA), Information
Gain (IG), and Recursive Feature Elimination (RFE), in predicting stock market conditions. This research uses three different datasets from
Kaggle that contain stock market value prediction data. The results show that RFE performs better than PCA and IG in predicting market value
with fairly precise accuracy. By using the RFE technique, this study was able to identify the most influential features in prediction, reduce the
dimensionality of the data, and improve the performance of the prediction model. This provides significant benefits in the world of stocks,
including improved investment decisions, reduced investment risk, improved trading strategy performance, and identification of promising
investment opportunities. For future research, further comparative studies between other feature selection techniques can be conducted. This
research has novelty in several aspects. First, it applies different feature selection techniques, namely Principal Component Analysis (PCA),
Information Gain (IG), and Recursive Feature Elimination (RFE), in the context of stock market prediction. The use of these techniques to
select the most relevant features in predicting stock market conditions provides a deeper understanding of the influence of these features on
stock price movements. Furthermore, this research utilizes different datasets from Kaggle, which represent various stock market value
predictions. The use of different datasets provides variation in the data and allows this research to examine the performance of feature selection
techniques in various stock market contexts. In conclusion, this research provides insight into the effectiveness of feature selection techniques
in stock market value prediction and provides guidance for market participants to improve investment decisions and trading performance in the
stock market.
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1. Introduction
The stock market is a complex and ever-changing environment, where stock prices are influenced by various
economic, political, social, and psychological factors [1], [2]. Predicting stock market trends is an interesting
challenge in finance, as the ability to predict changes in stock prices can provide significant benefits to investors and
stock traders [3], [4]. One approach that is widely used in predicting stock market trends is to use machine learning
techniques. Machine learning allows computers to learn from existing stock market data and identify hidden patterns
[5]. However, in the use of machine learning, proper feature selection is essential to improve prediction performance.
Relevant and informative features can help in identifying patterns and trends hidden in the stock market data.

Selecting the right features in machine learning to predict stock market trends involves an in-depth analysis of
various factors that affect stock price movements. These factors include company financial reports, economic and
political news, market indicators, and other factors that may affect investor sentiment [5]-[7]. By selecting relevant
features, machine learning models can learn patterns related to these factors and provide more accurate predictions.

In addition, in selecting the right features, it is also necessary to consider the relationship between the selected
features. Some features may be interrelated or correlated, and in some cases, highly correlated features may provide
similar information. Therefore, it is important to identify and select features that provide different and
complementary information, so as to improve the accuracy of predictions [5].
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In order to improve the prediction of stock market trends using machine learning, research and development
continues to identify the most relevant and effective features. In addition, it is important to keep up with the latest
developments in the stock market and update machine learning models regularly with new data. With the right
approach and intelligent feature selection, machine learning can be a powerful tool in predicting stock market trends
and provide significant benefits to market players.

The purpose of this study is to compare three commonly used feature selection techniques in machine learning,
namely Principal Component Analysis (PCA), Information Gain (IG), and Recursive Feature Elimination (RFE), in
the context of stock market trend prediction. PCA is used to reduce the dimensionality of features by keeping the
largest variance in the data. IG is used to measure the information importance of each feature to the prediction class.
RFE is used to iteratively eliminate features based on their role in improving the performance of the prediction
model. While there have been previous studies on feature selection techniques in the context of stock market trend
prediction, this research has some novelty. First, this study directly compares three different feature selection
techniques, namely PCA, IG, and RFE, to see the difference in their performance and effectiveness in stock market
trend prediction. Second, this study focuses on the comparison of feature selection techniques in stock market trend
prediction, which can provide investors and stock traders with valuable insights into which approach is most effective
in predicting stock price movements.

2. Software Defects and Data Mining

2.1. Stock Market and Machine Learning
The stock market and technology have a close relationship and influence each other in running and developing the
stock market as a whole. Technology has been instrumental in facilitating the trading process, increasing accessibility,
improving speed and efficiency, and providing market players with sophisticated analytical tools [5], [8]-[11].
Technology has changed the way stock trading is conducted. In the digital age, stock trading has moved from
physical stock exchanges to electronic platforms. Electronic trading technologies such as Electronic Communication
Networks (ECN) and Electronic Trading Platforms allow traders and investors to conduct transactions quickly and
efficiently by executing orders electronically. This reduces reliance on slower human trading and allows for wider
market access [12], [13]. Technology has also provided greater accessibility for investors. In the past, only large
financial institutions and wealthy investors could actively participate in the stock market. However, with the advent
of online trading platforms and mobile device applications, individuals can easily buy and sell stocks at a lower cost.
This technology has reduced the barriers of entry to the stock market and given individuals the opportunity to invest
and participate in the growth of the market.

Technology has provided great advancements in market analysis and research tools. With data analysis software and
intelligent algorithms, analysts can collect, process, and analyze stock market data more quickly and efficiently [14],
[15]. Technologies such as machine learning and artificial intelligence have enabled the development of better and
more accurate prediction models. This helps investors and traders make better investment decisions based on in-depth
analysis. Technology has also driven the development of global stock markets. Through widespread internet
connectivity, investors and traders can easily access stock markets in different countries. This opens up wider
investment opportunities and portfolio diversification. In addition, technology has also facilitated cross-border
trading and integration of global stock markets, thereby expanding liquidity and improving market efficiency.
Technology continues to play a role in innovations in the stock market. For example, the development of blockchain
technology has provided the possibility to speed up and simplify the transaction settlement process and enhance
security and transparency in shareholding. In addition, technologies such as big data, social media sentiment analysis
and artificial intelligence continue to be adopted in an effort to improve stock market predictions and identify
potential investment opportunities.

The relationship between the stock market and machine learning is very close because machine learning techniques
can be used to predict stock market trends. The stock market is a complex and dynamic environment, where stock
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prices are influenced by many factors that are difficult to predict manually [16], [17]. Therefore, the use of machine
learning is an attractive solution to analyze stock market data and produce more accurate predictions. Machine
learning allows computers to learn from existing stock market data. By involving the right algorithms and models,
machines can analyze historical data and identify hidden patterns. This allows investors and stock traders to better
understand future stock price movements. Machine learning requires proper feature selection to improve prediction
performance. In the context of the stock market, such features include company financial reports, economic and
political news, market indicators, and other factors that may affect investor sentiment. By selecting relevant and
informative features, machine learning models can identify patterns related to these factors and provide more
accurate predictions.

Machine learning can utilize techniques such as regression, classification, and clustering to predict stock price
movements. For example, using regression, machine learning models can identify the relationship between certain
variables and future stock prices. Thus, investors and stock traders can use these predictions to make better
investment decisions. Machine learning can also help in managing risk in the stock market. By analyzing historical
data, machine learning models can identify patterns associated with certain risks. This allows investors to manage
their portfolios more effectively, reducing risk and increasing potential returns. Developments in the field of machine
learning also allow the use of more advanced techniques such as deep learning. Deep learning uses complex artificial
neural networks to process and analyze stock market data in greater depth. This technique has demonstrated its ability
to identify complex patterns and predict stock market trends with greater accuracy.

Overall, machine learning plays a significant role in analyzing and predicting stock market trends. By utilizing the
ability of computers to learn patterns hidden in stock market data, investors and stock traders can make more
informed investment decisions and earn greater profits.

2.2. Feature Selection
Feature Selection is the process of selecting the most relevant and informative subset of features from the set of
features available in the data [6], [9]. The main objective of Feature Selection is to improve the performance of
machine learning models by eliminating irrelevant or redundant features, thereby reducing data dimensionality and
model complexity. Proper feature selection is very important in machine learning because it can affect the quality of
predictions and computational efficiency [8]. According to experts, there are several reasons why Feature Selection is
necessary:

1) Improving prediction accuracy: By selecting the most relevant features, the model can focus on the important
information and ignore features that do not contribute significantly to the prediction results. This reduces the
effect of noise and improves prediction accuracy.

2) Reducing overfitting: Overfitting occurs when the model is too complex and "memorizes" the training data
without being able to generalize well to new data. By selecting relevant features, we can reduce model
complexity and avoid overfitting, so that the model can provide more generalized and better predictions on
new data.

3) Improve model interpretability: In some cases, having many features in a model can make it difficult to
interpret. By performing feature selection, we can produce a simpler and more understandable model, making
it easier to make decisions based on an understanding of the selected features.

4) Reduced computation time and cost: By reducing the dimensionality of the data through feature selection, the
computational time required to train the model can be reduced. In addition, the use of relevant features can
also reduce the need for large data processing, thereby reducing storage and processing costs.

2.2.1. Principal Component Analysis (PCA)
Principal Component Analysis (PCA) is a technique used in multivariate data analysis to reduce the dimensionality of
data by projecting the data into a lower space. The main objective of PCA is to identify a linear combination of the
original features that explains the variation in the data with the least number of components or features [18], [19].
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In the PCA process, the newly formed principal components are linear combinations of the original features. PCA
calculates the covariance matrix between the features in the dataset. This covariance matrix describes the relationship
between the features and a measure of how diverse they are. Next, PCA calculates the eigenvectors and eigenvalues
of the covariance matrix. The eigenvector is a vector that describes the direction of the principal components, while
the eigenvalue is a scalar that describes the relative importance of each principal component [20]-[22]. PCA sorts the
eigenvectors based on their eigenvalues in descending order. Eigenvectors with higher eigenvalues reflect principal
components that have a greater impact in explaining variations in the data. Thus, PCA allows us to select the
principal components that are most significant in explaining the variation in the data [23], [24].

PCA projects data into a lower space using the eigenvectors associated with the selected principal components. This
projection results in new data known as principal components. These principal components are a linear combination
of the original features and describe the variation of the data in a lower dimension. PCA allows us to choose the
number of principal components to use based on the eigenvalue. By choosing a lower number of components, we can
reduce the dimensionality of the data, eliminate redundant or unimportant features, and still retain most of the
variation in the data. This dimensionality reduction can lead to simpler interpretations, reduce computational
requirements, and help in analyzing and visualizing multivariate data.

2.2.2. Information Gain (IG)
Information Gain (IG) is a concept in decision theory and machine learning used to measure how much information a
feature provides in predicting a desired class or target [25]-[28]. IG is used to select the most informative or most
influential features in separating and classifying data.

IG measures the difference in uncertainty or entropy before and after dividing the data by a feature. Entropy describes
the level of uncertainty in the data. If a feature has a good ability to split data and reduce uncertainty, then its IG is
high. If the IG is high, then the feature provides a lot of valuable new information in data classification [27]. IG is
calculated by comparing the entropy before dividing the data with the entropy after dividing the data based on a
particular feature. Entropy is measured by a mathematical formula that relates to the class distribution at each feature
split. If the entropy after splitting becomes lower, it means that the feature has a high contribution in predicting the
target class.

IG is often used in decision tree algorithms to select features that are used as splits in building the tree. The decision
tree algorithm iteratively selects the feature with the highest IG at each step to split the data into increasingly
homogeneous subsets within the target class. By selecting features that have a high IG, the algorithm can build a
decision tree that is effective in predicting the target class. IG has some disadvantages, including the tendency to
select features with a high number of values. This can lead to the selection of features that have a strong relationship
with the target class, but have no direct correlation with the target class. In addition, IG is also prone to bias in
unbalanced datasets, where the dominant target class may exert a greater influence on the IG calculation.

Overall, Information Gain is a measure used in decision making and machine learning to evaluate the importance or
informativeness of a feature in predicting the target class. By using IG, we can select the most influential features in
separating and classifying data with high accuracy.

2.2.3. Recursive Feature Elimination (RFE)
Recursive Feature Elimination (RFE) is a method in machine learning used to select the most influential features in
predicting a target by iteratively removing the least influential features. The main goal of RFE is to reduce data
dimensionality and improve model performance by using the most informative subset of features [29]-[32].

RFE starts by training a machine learning model on all the features available in the dataset. The model is used to
measure the relative importance of each feature based on the coefficient or weight assigned by the model. Features
with lower coefficients or weights are considered less influential in predicting the target. RFE removes the least
influential features in the first iteration and retrains the model on the remaining subset of features. This process is
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repeated until the desired number of features is reached or until no more features can be removed. At each iteration,
the model is re-evaluated and the features with the lowest contribution are removed.

RFE utilizes model evaluation metrics such as accuracy, precision, or area under the ROC curve to measure model
performance at each iteration. By observing the change in model performance after removing features, RFE can
identify features that contribute significantly to predicting the target. RFE allows the user to select the desired
number of features or specify a threshold for the importance of features deemed relevant. By selecting the most
influential subset of features, RFE can increase computational efficiency, reduce overfitting, and improve model
interpretability.

Overall, Recursive Feature Elimination is a useful method in feature selection in machine learning. By iteratively
eliminating less influential features, RFE helps in building more efficient and accurate models by retaining the subset
of features that are most informative in predicting the target.

3. Methodology

3.1. Dataset Explanation
In this research, three types of datasets obtained from the Kaggle platform are used. The three datasets focus on stock
market prediction, which includes historical data and stock prices.

First, the "AMZN, DPZ, BTC, NTFX adjusted May 2013-May2019" dataset contains historical data and stock prices
of several companies, including Amazon (AMZN), Domino's Pizza (DPZ), Bitcoin (BTC), and Netflix (NTFX). This
dataset covers the time span from May 2013 to May 2019. This data can be used for analysis and prediction of stock
price movements of these companies.

Secondly, the "S&P 500 stock data" dataset contains data from the S&P 500 index, which includes major companies
listed on the United States stock exchange. This dataset contains daily data on the 500 stocks listed in the index,
including opening and closing prices, trading volume, and other related factors. This data can be used for analysis and
prediction of overall stock market movements.

Third, the "Tesla Stock Price" dataset focuses on the company Tesla. This dataset contains historical data on Tesla's
stock price over a period of time. This data includes opening, closing, trading volume, and other relevant factors. This
dataset can be used to analyze and predict stock price movements specific to the company Tesla.

Using these three datasets, this research can perform stock market analysis and predictions involving specific
companies (such as Amazon, Domino's Pizza, and Netflix), the overall stock market (via the S&P 500), and the
company Tesla. This historical data and stock prices can provide useful insights and information in understanding
stock market trends and patterns and help in developing more accurate prediction models.

3.2. Feature Selection Technique

Principal Component Analysis (PCA), Information Gain (IG), and Recursive Feature Elimination (RFE) techniques
are three methods used in feature selection in machine learning. Here is the flow of the three techniques:

Principal Component Analysis (PCA) [33]:

1) Calculate the covariance matrix between the features in the dataset.
2) Calculate the eigenvector and eigenvalue of the covariance matrix.
3) Sort the eigenvectors by their eigenvalues in descending order.
4) Select the desired number of principal components based on the eigenvalue.
5) Project the data into a lower space using the eigenvectors associated with the selected principal components.

Information Gain (IG) [26]:
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1) Calculate the entropy before and after dividing the data based on certain features.
2) Calculate IG by comparing the difference in entropy before and after data separation.
3) Choose the feature with the highest IG as the most informative feature.

Recursive Feature Elimination (RFE) [31]:

1) Train the machine learning model on all features in the dataset.
2) Calculate the relative importance of each feature based on the coefficients or weights given by the model.
3) Remove features with the lowest contribution.
4) Retrain the model on the remaining feature subset.
5) Repeat steps b and c until the desired number of features is reached or no more features can be deleted.

In this flow, PCA is used to reduce the dimensionality of the data by identifying linear combinations of the original
features that explain the variation in the data with the least number of components. IG is used to measure the
importance of features in predicting the target by comparing the entropy difference before and after splitting the data.
RFE is used to select the most influential features by iteratively removing the features with the lowest contribution.
Figure 1 is the flow of the feature selection test of this research.

Figure. 1. Proposed feature selection flow

3.4. Experimental Simulation

In this research, Principal Component Analysis (PCA), Information Gain (IG), and Recursive Feature Elimination
(RFE) techniques will be compared using three different datasets. The use of different datasets for each technique is
because each feature selection technique has different criteria and principles in selecting the most informative
features. Table 1 and 2 is a summary of the techniques and data cases that will be tested in this research.
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Table 1. Techniques Setup/Case

Experimental Label Algorithm Used

X Principal Component Analysis

Y Information Gain

Z Recursive Feature Elimination

Table 2. Dataset Setup/Case

Experimental Label Algorithm Used

A Principal Component AnalysisAMZN, DPZ,
BTC, NTFX adjusted May 2013-May2019

B S&P 500 stock data

C Tesla Stock Price

First, the Principal Component Analysis (PCA) technique is used to reduce the dimensionality of the data by
projecting the data into a lower space using a linear combination of the original features. PCA focuses on the
variation of the data and looks for principal components that explain the variation with the least number of
components. Therefore, the dataset used for PCA can either be a high-dimensional dataset or have features that are
correlated with each other.

Second, the Information Gain (IG) technique is used to select the most influential features in predicting the target by
comparing the entropy difference before and after splitting the data based on certain features. IG is more suitable for
datasets that have target variables or classes to be predicted. Therefore, the dataset used for IG must include features
that have a relationship or correlation with the desired target variable.

Third, the Recursive Feature Elimination (RFE) technique is used to select features by repeatedly removing the least
influential features until it reaches the desired number of features or no more features can be removed. RFE has no
specific criteria related to the type of dataset used. However, the dataset used must include the features to be selected
and assessed for importance.

By using three different datasets for each technique, this research makes it possible to evaluate the performance and
effectiveness of each technique in different contexts. Each technique has a unique approach in selecting the most
informative features, and by using datasets that match the principles and criteria of each technique, it is expected to
find better and optimized prediction results for each technique used.

4. Results and Discussion
4.1. Initial Experimental Result

The results showed that the Recursive Feature Elimination (RFE) technique proved to be the most superior in
predicting stock market conditions. RFE is a feature selection method that iteratively removes the least influential
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features in predicting the target. Figure 2 below shows the accuracy performance of the three feature selection
techniques on the three datasets.

Figure 2. Techniques accuracy for each data.

This result can be explained by several factors:

1) RFE's ability to identify the most influential features: RFE systematically removes features that have the
lowest contribution in predicting the target. Thus, RFE is able to filter out less relevant or uninformative
features, thereby improving the quality of the remaining features and focusing attention on more important
features.

2) Data dimensionality reduction: RFE effectively reduces the dimensionality of data by selecting the most
influential subset of features. By reducing the number of features, RFE helps to overcome the "curse of
dimensionality" problem and improve computational efficiency. In addition, dimensionality reduction can
also help reduce overfitting and improve model generalization.

3) Improved model performance: By using RFE, the selected features have a more significant contribution in
predicting stock market conditions. This can lead to improved model performance, such as increased
accuracy, precision, recall, or other evaluation metrics. By retaining the most informative subset of features,
RFE can help uncover patterns and trends hidden in stock market data.

In the context of predicting stock market conditions, RFE has the advantage of selecting the most relevant and
informative features for prediction purposes. However, it is important to keep in mind that these results may vary
depending on the dataset used, the machine learning algorithm chosen, and other factors. Therefore, it is important to
conduct comprehensive evaluation and validation in selecting the appropriate feature selection method for each
specific task and condition.

4.2. Model Implementation Result

Figure 3 below is the result of using the model with the RFE technique on the stock market dataset.
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Figure 3. RFE implementation on single stock dataset.

The results of using the model with the RFE feature selection technique show that the model is able to predict market
value with fairly precise accuracy. This can be explained by several factors:

Selection of more relevant features, RFE helps select a subset of features that are most influential in predicting stock
market value. By focusing on the most informative features, the model has access to the most relevant information to
make predictions. This can improve prediction accuracy and reduce "noise" or unimportant information in the
dataset.

Reducing overfitting, RFE reduces the dimensionality of the data by selecting a subset of the most influential
features. By reducing the number of features, the model is less likely to "memorize" the training data and tends to
generalize better to data that has never been seen before. Thus, RFE can help reduce overfitting and improve
prediction precision on new data.

Adaptability to recent cases, Models with RFE techniques have good adaptability to recent cases in the stock market.
The features selected by RFE can reflect changes in trends and patterns that occur in the data. When there are
changes in the stock market environment, such as changes in economic, political, or social factors, the model with
RFE can identify and update the most relevant features to predict market value with high accuracy.

To prove some of these factors, Figure 4 below is the second test using the same model and technique but using a
different dataset and output. It was found that using the scatterplot, the prediction results of the model for each stock
had a fairly high accuracy, slightly lower than the first test but the accuracy was still appropriate to be able to prove
the theory.
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Figure 4. Scatterplot of RFE implementation on multiple stock features.

4.3. Discussion

By using feature selection techniques such as Principal Component Analysis (PCA), Information Gain (IG), and
Recursive Feature Elimination (RFE), investors can identify the most influential features in predicting stock market
conditions. This allows them to make more informed investment decisions based on more accurate analysis. Thus, the
results of this study can help investors improve their investment decisions and optimize their portfolios. In the world
of stocks, investment risk is significant. By using effective feature selection techniques, such as RFE, prediction
models can be refined by focusing on the most informative features. By reducing the dimensionality of the data and
selecting the most relevant features, the results of this study can help reduce investment risk by allowing investors to
gain more accurate insights into stock market trends.

Trading strategies in the stock market often involve an in-depth analysis of relevant features. By using robust feature
selection techniques, such as PCA or IG, traders can improve their strategies by selecting the features that are most
influential in predicting stock price movements. The results of this research can help improve the performance of
trading strategies by reducing confusion and gaining more detailed insights into market conditions. By using accurate
feature selection techniques, the results can help identify promising investment opportunities. In a complex stock
market, being able to identify trends and patterns hidden in the data is key to success. By utilizing effective feature
selection techniques, investors can find potentially profitable investment opportunities and take the right steps in
making investment decisions.

The results of this study can also contribute to the development of better prediction models in the stock industry. By
comparing and analyzing different feature selection techniques, this research provides insight into which techniques
are most effective and can provide more accurate prediction results. This can encourage further research and
innovation in the development of stock market prediction models. Improvements in investment decisions, better risk
management, and the development of more accurate prediction models can contribute to better economic and
financial growth. By utilizing the results of this research, stock market participants, both investors and traders, can
optimize their returns, reduce associated risks, and improve overall market performance. In turn, this could lead to
more stable and sustainable economic growth in the financial sector.

5. Conclusion
This study investigates the use of feature selection techniques, namely Principal Component Analysis (PCA),
Information Gain (IG), and Recursive Feature Elimination (RFE), in predicting stock market conditions. The results
show that RFE is the most superior technique in predicting market value with fairly precise accuracy. The use of RFE
helps to identify the most influential features in prediction, reduce the data dimension, and improve the performance
of the prediction model.
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The results of this study have important implications in the world of stocks. The use of RFE can improve investment
decisions by selecting relevant features, reducing investment risk, and improving trading strategy performance. In
addition, the results also help in the identification of promising investment opportunities and the development of
better prediction models. By applying these findings, stock market participants can optimize their returns, reduce
risks, and contribute to better economic and financial growth.

This study has several limitations that need to be noted. First, this study used three different datasets, which may
affect the results and generalizability of the findings. In addition, the feature selection technique used in this study
may also be affected by other factors such as the type of machine learning algorithm used or the parameters set.
Furthermore, this research focuses on predicting stock market conditions, but does not consider external factors that
may affect the stock market such as political events or policy changes.

To complement this study, further research can be conducted. First, further comparative studies between other feature
selection techniques can be conducted to gain a deeper understanding of their relative performance in stock market
condition prediction. Furthermore, research can consider external factors in the analysis, such as market sentiment or
financial news, to improve the accuracy of the predictions. In addition, research could also consider using more
advanced feature selection techniques or a combination of various techniques to achieve better prediction
performance. Finally, research could involve testing and validating the prediction model using real-time data to
evaluate the generalization ability of the model in changing market situations.
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