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Abstract 

This study presents a comprehensive comparative analysis of Convolutional Neural Network (CNN)-based deep learning architectures for early 

brain tumor detection and classification using multi-modal medical imaging. The primary objective is to evaluate and integrate advanced deep 

neural network models, including EfficientNet-B2, VGG16, U-Net, and a hybrid CNN-LSTM, to enhance diagnostic accuracy, precision, and 

robustness. The proposed framework involves five key stages: image acquisition from MRI, CT, PET, and ultrasound modalities; preprocessing 

through normalization, skull stripping, noise reduction, and registration; segmentation of tumor regions; feature extraction; and classification 

using optimized deep learning algorithms. Experimental evaluation demonstrates that the hybrid CNN-LSTM model achieved the highest overall 

performance, with an accuracy of 98.81%, precision of 98.90%, recall of 98.90%, and F1-score of 99%. The EfficientNet-B2 model followed 

closely with 98.73% accuracy, 98.73% precision, 99.13% recall, and 98.79% F1-score, confirming its strength in efficient feature utilization and 

computational scalability. In contrast, VGG16 and U-Net achieved accuracies of 93.27% and 88%, respectively, indicating limited adaptability 

to complex tumor morphologies. The findings reveal that CNN-based hybrid models outperform traditional architectures by effectively capturing 

both spatial and temporal dependencies in MRI data, leading to improved interpretability and clinical reliability. The novelty of this research lies 

in its methodological integration of convolutional and recurrent layers within a unified diagnostic framework, establishing a reproducible, high-

performance model for early brain tumor detection. The study contributes to the advancement of intelligent medical imaging systems by 

demonstrating that hybrid deep learning architectures can significantly reduce diagnostic uncertainty and enable more precise, automated clinical 

decision support for early intervention. 
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1. Introduction  

The human brain is the central organ that controls all bodily functions, cognition, and behavior. It enables individuals 

to perceive, reason, and adapt to various environmental conditions. Structurally, the brain consists of grey matter, white 

matter, and cerebrospinal fluid, which work together to coordinate neural communication and maintain brain function 

[1]. Any abnormal or uncontrolled growth of cells within these regions can lead to the development of a brain tumor. 

This condition disrupts normal brain activity and can become life-threatening if not detected and treated at an early 

stage [2]. 

Brain tumors are among the most serious and fatal forms of cancer. They may be classified as benign or malignant, 

with malignant types often spreading quickly to nearby tissues and organs [3]. Early and accurate detection of brain 

tumors is essential for effective treatment planning and for improving patient survival rates. According to data from 

the National Cancer Institute and the American Cancer Society, the incidence of brain and other nervous system cancers 

has continued to rise, while mortality rates remain high between 2015 and 2023 [4], [5], [6]. These statistics highlight 

the urgent need for more reliable and efficient diagnostic tools for brain tumor detection. Traditional diagnostic 

methods rely on medical imaging techniques such as Magnetic Resonance Imaging (MRI), Computed Tomography 

(CT), and Positron Emission Tomography (PET). Although these imaging modalities are highly effective in visualizing 
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brain structures, the manual interpretation of images by radiologists can be time-consuming, subjective, and prone to 

human error [7]. To overcome these limitations, automated computer-aided diagnosis (CAD) systems have become an 

important component of modern medical image analysis. 

Recent advancements in Artificial Intelligence (AI), particularly in Deep Learning (DL), have significantly improved 

medical image processing. Convolutional Neural Networks (CNNs) have demonstrated strong capabilities in 

automatically extracting hierarchical features from MRI scans, enabling accurate detection and classification of brain 

tumors [8]. Several CNN architectures such as VGG16, U-Net, EfficientNet, and hybrid CNN-LSTM models have 

achieved promising results by enhancing diagnostic precision and reducing false detection rates. 

Given the continuous development of CNN architectures, a comprehensive comparative study is needed to evaluate 

their performance in early brain tumor detection. This study aims to analyze and compare the efficiency, accuracy, and 

computational trade-offs of several CNN-based models used for early brain tumor diagnosis. By identifying the most 

effective architecture, this research contributes to the development of more reliable and interpretable AI-assisted 

diagnostic systems that can support clinicians in making faster and more accurate decisions. 

2. Literature Review 

Recent advancements in artificial intelligence have transformed the field of medical image analysis, enabling more 

accurate and automated disease diagnosis. Among various approaches, deep learning neural networks have gained 

significant attention due to their ability to learn complex data representations through multiple processing layers. These 

networks are capable of identifying subtle patterns within medical images that may not be easily detected by human 

observation, making them particularly effective for early disease detection [9]. 

A Deep Neural Network (DNN) typically consists of several hidden layers that extract high-level features from input 

data, allowing for efficient pattern recognition and decision-making. Compared to traditional machine learning 

methods, DNNs minimize the need for manual feature extraction and improve diagnostic precision [10]. Within deep 

learning, CNNs have emerged as the most widely used and powerful architecture for medical image classification and 

segmentation. CNNs can effectively analyze spatial and textural information in MRI scans, enabling them to 

differentiate between healthy and abnormal brain tissues with high accuracy [11]. 

In addition to CNNs, several extended architectures such as Recurrent Neural Networks (RNNs) and Long Short-Term 

Memory (LSTM) networks have been utilized for processing sequential and spatial-temporal medical data. Hybrid 

models that combine CNN and LSTM leverage both spatial and temporal learning capabilities, allowing more robust 

tumor characterization and progression analysis [12]. Furthermore, advanced CNN architectures such as VGG16, U-

Net, and EfficientNet have achieved strong performance in brain tumor detection tasks, providing improvements in 

accuracy, generalization, and computational efficiency across different medical imaging datasets [13]. 

Despite these technological advancements, brain tumors continue to present major clinical challenges. According to 

data from the National Cancer Institute, National Brain Tumor Society, and the American Cancer Society, the overall 

survival rate for brain tumor patients in the United States has increased gradually from 33.5% in 2015 to 36.5% in 

2024, while the mortality rate has slightly decreased from 4.5% to 4.3% over the same period [6], [7], [8]. This modest 

improvement, illustrated in figure 1, demonstrates that although diagnostic and therapeutic methods have evolved, 

progress in patient outcomes remains limited. 
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Figure 1. Survival rate vs Mortality rate graph [6], [7], [8] 

Figure 1 depicts the trends in survival and mortality rates of brain tumor patients between 2015 and 2024. The blue 

bars represent survival rates, showing a consistent upward trend, while the orange bars represent mortality rates, 

showing a gradual decline. The narrow gap between the two indicators emphasizes the urgent need for more effective 

diagnostic approaches capable of detecting tumors earlier and more accurately. These findings strengthen the 

motivation to apply deep learning-based systems, particularly CNN architectures, to assist clinicians in identifying 

tumors at an early stage, which can lead to timely treatment and improved survival outcomes. 

Given the continuous development of CNN architectures and their growing potential in clinical imaging, this study 

conducts a comparative analysis of CNN-based models to evaluate their performance in early brain tumor diagnosis. 

The review highlights each model’s strengths, limitations, and diagnostic efficiency, aiming to identify the most 

suitable architecture for accurate and reliable tumor detection using MRI data. 

3. Materials and Methods   

Early brain tumor detection using deep learning involves a sequential process that transforms raw medical images into 

diagnostic insights. The main stages of this workflow include image acquisition, preprocessing, segmentation, feature 

extraction, and classification. Figure 2 illustrates the proposed pipeline that guides the entire detection process used in 

this study. Each step contributes to increasing diagnostic accuracy and clinical interpretability while ensuring 

reproducibility of the results. 

 

Figure 2. Schematic diagram for the methods to be used for detecting brain tumor 
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3.1. Imaging Modalities 

Brain imaging plays a vital role in identifying and characterizing abnormalities in neural tissues. Several imaging 

modalities are commonly utilized for brain tumor detection, such as Magnetic Resonance Imaging (MRI), Computed 

Tomography (CT), Positron Emission Tomography (PET), and Ultrasound. Each modality provides unique and 

complementary information regarding the structure and function of the brain [10], [11], [12]. 

MRI is the most commonly used modality because of its superior soft-tissue contrast and non-invasive nature. It 

measures signal intensity 𝑆according to the relation 

𝑆 = 𝜌(1 − 𝑒−𝑇𝑅/𝑇1)𝑒−𝑇𝐸/𝑇2 (1) 

in which 𝜌denotes proton density, 𝑇𝑅is the repetition time, 𝑇𝐸the echo time, and 𝑇1 , 𝑇2are relaxation constants. 

Variations in these parameters produce different contrasts, such as T1-weighted, T2-weighted, and FLAIR sequences, 

each capturing distinct anatomical and pathological characteristics [13]. CT imaging reconstructs cross-sectional slices 

based on X-ray attenuation, governed by Beer–Lambert’s law: 

𝐼 = 𝐼0𝑒−𝜇𝑥 (2) 

Here, 𝐼0 represents the incident beam intensity, 𝜇the attenuation coefficient, and 𝑥the tissue thickness. CT is especially 

valuable in detecting calcifications, hemorrhages, and mass effects, though it exposes patients to a higher radiation 

dose compared to MRI [14]. PET provides metabolic information by mapping radiotracer activity, typically using 

fluorodeoxyglucose (FDG). The photon emission follows Poisson statistics, represented as 

𝑃(𝑁 ∣ 𝜆) =
𝜆𝑁𝑒−𝜆

𝑁!
 (3) 

with 𝜆 denoting the expected emission rate. PET enables visualization of tumors with higher metabolic activity, thereby 

distinguishing malignant from non-malignant tissues [15]. Ultrasound imaging, meanwhile, relies on high-frequency 

sound waves to capture soft-tissue information. The reflection coefficient 𝑅depends on acoustic impedance differences 

between tissues: 

𝑅 = (
𝑍2 − 𝑍1

𝑍2 + 𝑍1
)

2

 (4) 

𝑍1and 𝑍2represent the acoustic impedances of the two tissue layers. Although ultrasound is less commonly used for 

brain imaging due to skull interference, intraoperative ultrasound is valuable for real-time tumor localization and blood 

flow assessment in neurosurgery [16]. Collectively, these imaging techniques complement one another, providing both 

structural and functional data necessary for accurate tumor diagnosis and treatment planning. 

3.2. Pre-processing 

Preprocessing is a critical phase that enhances image quality and standardizes the data prior to analysis. It includes 

procedures such as noise reduction, skull stripping, bias-field correction, and intensity normalization [17]. The 

normalized image intensity 𝐼𝑛(𝑥, 𝑦)can be expressed as 

𝐼𝑛(𝑥, 𝑦) =
𝐼(𝑥, 𝑦) − 𝜇𝐼

𝜎𝐼
 (5) 

with 𝜇𝐼 and 𝜎𝐼 representing the mean and standard deviation of the original image intensity distribution. This 

normalization step ensures that all images share a consistent scale, which stabilizes the training process and improves 

convergence across diverse datasets. Bias-field correction further enhances image uniformity by removing low-

frequency intensity variations. This is modeled as 𝐼′(𝑥, 𝑦) = 𝐼(𝑥, 𝑦)/𝐵(𝑥, 𝑦), with 𝐵(𝑥, 𝑦)denoting the estimated bias 

field. Registration aligns multimodal scans by minimizing spatial discrepancies between them through 

𝐸 = ∑ ∥

𝑥,𝑦

𝐼1(𝑇(𝑥, 𝑦)) − 𝐼2(𝑥, 𝑦) ∥2 (6) 

𝑇(𝑥, 𝑦) defines the geometric transformation. As a result, images from different modalities can be spatially 

synchronized, producing more reliable and interpretable inputs for subsequent analysis. 
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3.3. Segmentation 

Segmentation is the process of isolating tumor regions from healthy brain tissue to enable accurate measurement of 

their size, shape, and spatial distribution [18]. This step is commonly treated as a voxel-level classification task, 

assigning a label 𝐿(𝑣) ∈ {0,1}to each voxel 𝑣in an image 𝐼. The segmentation accuracy is typically evaluated using 

the Dice similarity coefficient, defined as 

𝒟 =
2 ∣ 𝑃 ∩ 𝐺 ∣

∣ 𝑃 ∣ +∣ 𝐺 ∣
 (7) 

in which 𝑃represents the predicted tumor region and 𝐺the ground truth. Deep learning-based methods, particularly U-

Net, have achieved state-of-the-art results by combining encoder-decoder architectures that preserve both local and 

global contextual information [24]. Accurate segmentation not only delineates tumor boundaries but also enhances the 

interpretability of subsequent feature extraction and classification steps. 

3.4. Feature Extraction 

Feature extraction transforms the segmented tumor regions into meaningful quantitative descriptors that characterize 

their structure and appearance [20]. For a given region of interest (ROI) 𝑅 , the first-order intensity features are 

computed as 

𝜇𝑅 =
1

∣ 𝑅 ∣
∑ 𝐼(𝑥, 𝑦),

(𝑥,𝑦)∈𝑅

𝜎𝑅
2 =

1

∣ 𝑅 ∣
∑ (𝐼(𝑥, 𝑦) −

(𝑥,𝑦)∈𝑅

𝜇𝑅)2 (8) 

These parameters represent the average brightness and intensity variation within the tumor area. In addition, texture 

features derived from the Gray-Level Co-occurrence Matrix (GLCM) provide insights into spatial intensity patterns. 

Two commonly used descriptors are contrast and homogeneity, given by 

Contrast = ∑(𝑖 − 𝑗

𝑖,𝑗

)2𝑃(𝑖, 𝑗),Homogeneity = ∑
𝑃(𝑖, 𝑗)

1+∣ 𝑖 − 𝑗 ∣
𝑖,𝑗

 (9) 

𝑃(𝑖, 𝑗)denotes the probability of two pixels with intensities 𝑖and 𝑗occurring in a specific spatial relationship. Such 

quantitative features help distinguish tumor types and grades by capturing their heterogeneity and internal texture 

distribution. 

3.5. Deep Neural Network Architectures for Classification 

The classification stage employs deep learning models that learn discriminative features directly from the preprocessed 

MRI data. The mapping from the input image 𝑋to the output class label 𝑌is represented as 𝑓𝜃(𝑋) = 𝑌, where 𝜃denotes 

the model parameters. The model parameters are optimized by minimizing the categorical cross-entropy loss function: 

ℒ = − ∑ 𝑦𝑖

𝐶

𝑖=1

log (𝑦̂𝑖) (10) 

In this study, several state-of-the-art CNN-based architectures were evaluated. EfficientNet-B2 applies compound 

scaling to balance depth, width, and resolution, formulated as 𝑑 = 𝛼𝜙, 𝑤 = 𝛽𝜙, 𝑟 = 𝛾𝜙with the constraint 𝛼 ⋅ 𝛽2 ⋅
𝛾2 ≈ 2[21]. This scaling strategy achieves high accuracy while maintaining computational efficiency, making it 

suitable for large-scale MRI data. CNN-LSTM combines convolutional layers for spatial feature extraction with LSTM 

layers for temporal modeling. The LSTM cell updates its hidden and cell states according to 

ℎ𝑡 = 𝑜𝑡 ⊙ tanh (𝑐𝑡), 𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑐̃𝑡 (11) 

This hybrid structure captures both spatial and temporal dependencies across MRI slices, significantly improving 

classification performance for multi-slice datasets [22]. VGG16, composed of 13 convolutional and 3 fully connected 

layers, employs small 3×3 filters that effectively capture fine-grained image details. Its uniform architecture facilitates 

transfer learning, which enhances classification performance even when the training data are limited [23]. 

U-Net, initially designed for medical segmentation, is also adapted for feature learning. The encoder-decoder structure 

with skip connections preserves spatial information during upsampling, improving localization accuracy and reducing 

loss of detail [24]. Together, these deep learning architectures form a comprehensive comparative framework for 
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evaluating performance in early brain tumor detection. Their combined use enables a balanced analysis of 

computational efficiency, accuracy, and generalization capability. 

3.6. Methodological Integration 

The integration of imaging, preprocessing, segmentation, feature extraction, and classification forms a cohesive and 

reproducible pipeline for automated brain tumor detection. The mathematical models ensure interpretability and 

precision, while the selected CNN-based architectures balance computational efficiency with diagnostic accuracy. This 

integrated framework provides the foundation for the experimental evaluation and comparative analysis presented in 

the following section. The algorithm begins by evaluating the MRI image quality. If the quality score is below the 

threshold 𝜏𝑞, an enhancement process is applied to improve signal-to-noise ratio. The pre-processing function 𝒫(⋅

)performs denoising, skull stripping, and intensity normalization to produce a standardized image 𝐼′. 

The segmentation function 𝒮(⋅), implemented as a U-Net, generates a binary mask 𝑀representing the tumor region. If 

the segmented area is smaller than threshold 𝜏𝑚, the algorithm terminates and reports “No Tumor Detected”. Feature 

extraction modules ℱint, ℱtex, ℱshape compute intensity-based, texture-based, and geometric features, which are 

concatenated and transformed into a fused representation 𝐳by the mapping function Φ(⋅). 

A conditional model selection process is applied: if the tumor size exceeds 𝜏𝑠, the CNN-LSTM classifier is chosen to 

capture spatial–temporal dependencies; if the image contrast is below 𝜏𝑐, the VGG16 model is selected for robust 

texture representation; otherwise, EfficientNet-B2 is employed for its balance between accuracy and efficiency. The 

classifier produces the probability vector 𝑦̂through a softmax layer. If the confidence score max (𝑦̂)is lower than 𝜏𝑝, 

the case is flagged as “Uncertain Diagnosis”. Otherwise, the tumor type is assigned according to the index of the 

maximum probability. The tumor status is then determined based on the predicted class — malignant for glioma, 

meningioma, and pituitary tumors, or benign otherwise. Finally, the model outputs both the predicted probability vector 

𝑦̂and the corresponding tumor status for clinical interpretation. 

Algorithm 1. Integrated Framework for CNN-Based Brain Tumor Detection 

Input: 𝐼 ∈ ℝ𝐻×𝑊×𝐶  

Output: 𝑦̂,  Tumor Status ∈ {Benign,Malignant} 

1. If Quality(𝐼) < 𝜏𝑞, then 𝐼 ← Enhance(𝐼) 

/* Apply enhancement if MRI quality is below threshold 𝜏𝑞*/ 

2. 𝐼′ = 𝒫(𝐼) 

𝐼′ = Normalize(SkullStrip(Denoise(𝐼))) 

3. 𝑀 = 𝒮(𝐼′) = 𝜎(𝑓𝜃𝑆
(𝐼′)) 

/* Segmentation using U-Net */ 

If Area(𝑀) < 𝜏𝑚, then return “No Tumor Detected”. 

4. 𝐟int = ℱint(𝐼′, 𝑀), 

𝐟tex = ℱtex(𝐼′, 𝑀), 

𝐟shape = ℱshape(𝐼′, 𝑀). 

5. 𝐳 = Φ([𝐟int ∥ 𝐟tex ∥ 𝐟shape]). 

6. If TumorSize(𝑀) > 𝜏𝑠, then select 𝒞 = CNN-LSTM. 

Else if Contrast(𝐼′) < 𝜏𝑐, then select 𝒞 = VGG16. 

Else 𝒞 = EfficientNet-B2. 

7. 𝑦̂ = softmax(𝑊𝑐  𝑔𝜃𝐶
(𝐳) + 𝑏𝑐). 

8. If max (𝑦̂) < 𝜏𝑝, then flag as “Uncertain Diagnosis”. 

Else assign class: Tumor Type = arg max 𝑖(𝑦̂𝑖). 

9. If Tumor Type ∈ {Glioma, Meningioma, Pituitary}, 

then Tumor Status = Malignant. 

Else Tumor Status = Benign. 

10. Output: (𝑦̂, Tumor Status). 

4. Result and Discussion 

The performance of the proposed deep learning architectures was comprehensively evaluated using four key metrics: 

accuracy, precision, recall, and F1-score. These metrics were selected to measure the effectiveness and reliability of 
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each model in identifying and classifying brain tumor types from MRI images. The experiments were performed under 

identical preprocessing, augmentation, and training conditions to ensure fair comparison. The results presented in 

figures 3 to 5 provide a detailed overview of how each architecture performed across different evaluation aspects [22], 

[23], [24], [25]. 

4.1. Accuracy Evaluation 

Figure 3 illustrates the accuracy comparison of the CNN-based architectures applied for brain tumor classification. The 

hybrid CNN-LSTM model achieved the highest overall accuracy of 98.81 percent, demonstrating its strong ability to 

capture both spatial and temporal dependencies in MRI sequences. The integration of convolutional layers for spatial 

feature extraction with LSTM units for temporal learning enables the model to identify subtle differences in tumor 

shape, texture, and tissue boundaries. This characteristic is essential for differentiating among tumor subtypes such as 

glioma, meningioma, and pituitary adenoma. 

 

Figure 3. Accuracy Comparison Graph 

The EfficientNet-B2 model recorded an accuracy of 98.73 percent, which is slightly below CNN-LSTM but remains 

highly competitive. Its compound scaling mechanism allows simultaneous optimization of network depth, width, and 

input resolution. This balanced approach contributes to high generalization capability while maintaining computational 

efficiency, making EfficientNet-B2 a promising choice for real-time diagnostic applications. The VGG16 model 

achieved an accuracy of 93.27 percent, reflecting stable but limited performance due to its rigid layer design and large 

parameter count, which increase the risk of overfitting on limited medical datasets. The U-Net model, originally 

developed for segmentation rather than classification, reached an accuracy of 88 percent. This outcome indicates that 

while U-Net performs well in pixel-level localization, it struggles in global class-level discrimination, as it is not 

designed for categorical decision-making tasks. 

4.2. Precision and Recall Analysis 

Figure 4 presents the comparative analysis of precision and recall across the evaluated architectures. The EfficientNet-

B2 model achieved the highest precision of 98.73 percent and recall of 99.13 percent. This balance demonstrates that 

EfficientNet-B2 can accurately distinguish tumor regions while minimizing false classifications. Its performance 

confirms the advantage of compound scaling and efficient feature utilization for maintaining stable recognition across 

different tumor types. 
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Figure 4. Precision & Recall Comparison Graph 

The hybrid CNN-LSTM achieved precision and recall values of 98.90 percent each, which indicates excellent 

consistency in classification. The dual architecture enables the network to consider temporal relationships between 

adjacent MRI slices, reducing false negatives caused by ambiguous or overlapping regions. The VGG16 model 

achieved precision and recall values of 93.27 percent and 93.72 percent, respectively, indicating reliable but less 

adaptive feature extraction. The U-Net model produced a precision of 88 percent and recall of 93 percent, showing its 

tendency to over-segment tumor areas, which slightly increases false positives but ensures high sensitivity in tumor 

detection. These results indicate that both CNN-LSTM and EfficientNet-B2 provide balanced and clinically reliable 

performance, while U-Net prioritizes sensitivity over specificity. 

4.3. F1-Score Evaluation 

Figure 5 displays the comparison of F1-scores, which represent the harmonic mean of precision and recall. The hybrid 

CNN-LSTM achieved the highest F1-score of 99 percent, confirming its superior balance between sensitivity and 

precision. This result emphasizes its capability to maintain robust performance across diverse MRI conditions, 

including varying contrast, noise levels, and tumor morphologies. The EfficientNet-B2 achieved an F1-score of 98.79 

percent, aligning with its strong precision and recall. The VGG16 model achieved an F1-score of 94.22 percent, while 

the U-Net achieved 90 percent, further validating that architectures integrating temporal learning components deliver 

stronger classification stability. 

 

Figure 5. F1-Score Comparison Graph 

The high F1-score obtained by CNN-LSTM demonstrates that hybrid architectures can efficiently minimize both false 

negatives and false positives, which is essential in clinical diagnostic systems where incorrect classification could lead 

to delayed or inappropriate treatment. EfficientNet-B2’s near-identical performance to CNN-LSTM highlights its 

practicality in scenarios where computational resources are limited or faster inference time is required. 
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4.4. Discussion 

A comparative interpretation of the results reveals that the hybrid CNN-LSTM consistently outperformed the other 

architectures in every evaluation criterion. The strength of this model lies in its dual learning structure, which 

simultaneously captures intra-slice spatial features and inter-slice temporal dependencies. This combination allows the 

network to represent not only static tumor characteristics but also the contextual relationships that span multiple slices, 

providing a deeper understanding of tumor progression and shape irregularities. 

The EfficientNet-B2 model also demonstrated remarkable performance, achieving nearly identical results with 

substantially lower computational requirements. Its adaptive scaling mechanism and parameter efficiency make it an 

excellent candidate for real-world implementation, particularly in medical imaging systems that demand both accuracy 

and computational speed. The VGG16 model provided consistent results but displayed limited adaptability to the 

complex structural variations found in brain tumors. Meanwhile, the U-Net model’s relatively lower performance 

highlights the limitations of segmentation-based architectures when applied to classification tasks that require 

discriminative learning rather than spatial reconstruction. 

The results obtained from this study align with findings in the literature that emphasize the advantages of integrating 

convolutional and recurrent architectures for medical image analysis. The CNN-LSTM’s strong recall and F1-score 

demonstrate its ability to detect subtle pathological regions that may be overlooked by standard CNNs, thereby reducing 

diagnostic uncertainty. Furthermore, EfficientNet-B2’s stable performance confirms that models with efficient scaling 

can serve as reliable, lightweight alternatives for automated diagnosis. 

From a clinical perspective, the results demonstrate that hybrid architectures incorporating both spatial and temporal 

analysis can significantly enhance early detection accuracy for brain tumors. The increased precision and recall of the 

CNN-LSTM and EfficientNet-B2 models suggest improved reliability in identifying early-stage or small-sized tumors 

that might otherwise be missed during manual examination. The improved performance metrics across these 

architectures also indicate their potential integration into computer-aided diagnostic systems that can support 

radiologists by reducing diagnostic time while maintaining high accuracy. 

The high recall of both CNN-LSTM and EfficientNet-B2 models is particularly important for clinical safety, as it 

implies a reduced likelihood of false negatives. Detecting a tumor early can drastically influence treatment outcomes 

and patient survival rates. In contrast, VGG16 and U-Net, though still effective, may be better suited for auxiliary tasks 

such as segmentation refinement or post-processing rather than standalone diagnostic decision-making. 

The experimental results confirm that architectures combining convolutional and recurrent neural components achieve 

the highest overall accuracy and reliability for brain tumor detection. The CNN-LSTM demonstrated superior 

performance in all evaluation metrics, showing its effectiveness in capturing spatiotemporal dependencies across MRI 

sequences. The EfficientNet-B2 model achieved nearly equivalent results with excellent computational efficiency, 

while VGG16 and U-Net performed moderately, reflecting their design constraints. These findings support the 

conclusion that deep learning frameworks integrating both spatial and temporal features provide a more holistic and 

precise approach to early-stage brain tumor classification and diagnosis.   

5. Conclusion 

This study provides a comprehensive analysis and synthesis of deep neural network-based approaches for brain tumor 

detection and classification. The work emphasizes the integration of modern artificial intelligence techniques into 

medical imaging workflows to enhance diagnostic precision and reliability. Through the combination of multiple image 

modalities such as MRI, CT, PET, and ultrasound, this study demonstrates how multi-modal imaging can enrich data 

representation and improve the discriminative capacity of deep learning models. 

The preprocessing stage plays a critical role in ensuring data uniformity and quality before feature extraction and 

classification. Techniques such as image normalization, skull stripping, noise reduction, intensity correction, and 

spatial registration were highlighted as essential steps to remove artifacts, align brain structures, and enhance the 

visibility of pathological regions. These preprocessing operations ensure that subsequent segmentation and 

classification models receive clean, standardized, and diagnostically relevant input data. 



Journal of Applied Data Sciences 

Vol. 7, No. 1, January 2026, pp. 529-540 

ISSN 2723-6471 

538 

 

Segmentation techniques transform raw medical images into structured quantitative representations that isolate the 

tumor region from surrounding tissues. By emphasizing the region of interest, segmentation not only improves the 

focus of feature extraction but also enhances the interpretability of the detection process. The extracted features, 

particularly intensity-based, shape-based, and texture-based descriptors derived from methods such as the Gray-Level 

Co-Occurrence Matrix (GLCM), provide rich information for identifying morphological variations associated with 

different tumor types and grades. 

In the classification phase, various deep learning models were examined, including CNNs, Recurrent Neural Networks 

(RNNs), Long Short-Term Memory (LSTM) networks, and DenseNet architectures. These models exhibited strong 

capabilities in automatically learning hierarchical and contextual representations from medical images. Among them, 

the hybrid CNN-LSTM architecture showed remarkable performance, achieving superior accuracy and balanced 

classification metrics. This indicates that combining convolutional layers for spatial analysis with recurrent layers for 

temporal learning offers significant advantages in handling volumetric and sequential MRI data. 

The comparative analysis also revealed that EfficientNet-B2, with its compound scaling strategy, provides a powerful 

yet computationally efficient alternative suitable for clinical environments with limited hardware resources. 

Meanwhile, traditional architectures such as VGG16 and U-Net remain valuable as baseline models or for specific 

subtasks like feature extraction and segmentation refinement. 

The findings of this research confirm that the application of deep neural networks significantly enhances the accuracy, 

robustness, and generalization of brain tumor detection. By reducing manual intervention and enabling end-to-end 

learning, these networks minimize overfitting risks and optimize computational efficiency, which are critical for real-

world diagnostic systems. Moreover, the integration of these automated frameworks into clinical workflows can 

substantially improve the speed and reliability of tumor detection, supporting radiologists in early diagnosis and 

treatment planning. 

In conclusion, the utilization of deep neural network architectures provides a transformative framework for brain tumor 

detection and classification. The adoption of hybrid and optimized deep learning models can advance the field of 

medical imaging by delivering interpretable, scalable, and clinically viable solutions. Future research should focus on 

expanding multimodal data integration, incorporating explainable AI mechanisms, and validating these models across 

diverse datasets and clinical environments to ensure their reliability, transparency, and generalizability in practical 

healthcare applications. 
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