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Abstract

Resource recommendation systems have become increasingly important in modern resource management as they can provide high-quality
services to customers and achieve accurate marketing. These systems use personalized information to solve business needs such as customer
consultation and product recommendation. This paper focuses on the algorithm and model of resource personalized recommendation based on
deep learning and uses human resource recommendation as an example. The paper discusses the importance of resource recommendation
systems in modern resource management and the role they play in providing high-quality services and achieving accurate marketing. It then
provides an overview of deep learning-based algorithms and models used for resource personalized recommendation. The paper examines the
challenges involved in developing personalized recommendation systems and highlights the benefits of deep learning-based algorithms. The
study explores the process of building a personalized recommendation system for human resources using deep learning-based algorithms. The
paper presents the steps involved in collecting and preprocessing data, designing and training the model, and evaluating the performance of the
recommendation system. It provides a detailed explanation of the model architecture and the optimization techniques used to improve the
accuracy of the recommendation system. In conclusion, this paper presents a study of the algorithm and model of resource personalized
recommendation based on deep learning, with human resource recommendation as an example. The study shows the potential of deep
learning-based algorithms in building effective recommendation systems and highlights the importance of personalized recommendations in
modern resource management. The paper also provides insights into the challenges and benefits of developing personalized recommendation
systems and presents a framework for building such systems.
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1. Introduction
The rapid development of information technology has brought about significant changes in the way people access
and consume information. Online information has become an essential part of people's daily lives, and universities
need to keep up with this trend. It is the responsibility of the university to understand and analyze the news and hot
issues for the first time after the occurrence of relevant online public opinion. Therefore, there is a need to establish a
data mining-based online public opinion monitoring system for universities [1,2]. Online public opinion monitoring
is essential for universities to keep up-to-date with the latest developments in their field and respond to them in a
timely manner. With the help of a data mining-based online public opinion monitoring system, universities can track
the latest news and trends related to their field, analyze the public sentiment towards them, and respond accordingly.

Personalized recommendation systems have become increasingly popular and necessary as the amount of online
information continues to grow rapidly. The recommendation of resources based on user preferences and interests has
been one of the most critical issues in personalized recommendation systems. Deep learning has emerged as a
promising technique for developing personalized recommendation systems because it can learn from large-scale and
heterogeneous data with high accuracy. Researchers have been developing various deep learning-based algorithms
and models to provide users with personalized recommendations of resources such as movies, music, books, and
products. These models utilize deep neural networks to extract and learn the underlying features of the resources and
users and to predict users' preferences for the resources. The research on deep learning-based algorithms and models
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for personalized recommendation has the potential to significantly improve the accuracy and effectiveness of
recommendation systems and enhance the user experience.

The goal of the research on deep learning-based algorithms and models for personalized recommendation of
resources is to design and develop effective and efficient personalized recommendation systems that can adapt to
users' changing preferences and interests. The research focuses on developing novel deep learning-based algorithms
and models that can extract and learn rich features from user data and resource data to improve recommendation
accuracy. The research also investigates how to integrate contextual information, such as time and location, into the
recommendation process to provide more relevant and timely recommendations. The research on deep learning-based
algorithms and models for personalized recommendation has the potential to contribute to various application areas,
such as e-commerce, social media, and entertainment, and to benefit users by providing them with more personalized
and satisfactory experiences.

The data mining-based online public opinion monitoring system can be used to collect and analyze large volumes of
data from various sources such as social media, blogs, and news articles. The system can use advanced data mining
techniques to extract relevant information and provide insights into the public sentiment towards a particular topic.
The online public opinion monitoring system can also help universities to identify potential issues and crises and
respond proactively [4-6]. For example, if negative sentiment towards a particular issue is detected, the university can
take appropriate measures to address the issue before it becomes a major problem.

In conclusion, the establishment of a data mining-based online public opinion monitoring system is necessary for
universities to keep up with the latest developments and respond to them in a timely manner. The system can help
universities to track the latest news and trends related to their field, analyze the public sentiment towards them, and
respond accordingly. It can also help universities to identify potential issues and crises and respond proactively. With
the help of an online public opinion monitoring system, universities can stay ahead of the curve and continue to
provide high-quality education and research.

2. Relevant technology and theoretical analysis

2.1. The basic workflow of recommendation system
Recommendation systems have become ubiquitous in our lives, with companies like Amazon and Netflix relying on
them to suggest products and content [5]. The basic workflow of a recommendation system consists of several stages,
including data collection, data preprocessing, model training, and evaluation. The first stage in the workflow is data
collection. The recommendation system needs data about users, items, and interactions between users and items. This
data can come from a variety of sources, such as user behavior on a website, purchase history, or explicit ratings
given by users. Once the data is collected, it needs to be preprocessed. This involves cleaning and transforming the
data into a format that can be used for training the recommendation model. This stage may also involve feature
engineering, where relevant features are extracted from the data to improve the accuracy of the model.

The next stage is model training, where the recommendation system learns to make predictions based on the data.
The most common approach is collaborative filtering, which relies on finding similarities between users and items to
make recommendations [6-9]. Other approaches include content-based filtering, which uses features of the items to
make recommendations, and hybrid approaches that combine collaborative and content-based filtering. After the
model is trained, it needs to be evaluated to ensure that it is performing well [10,11]. This involves testing the model
on a held-out dataset to see how well it can predict user-item interactions. Metrics such as precision, recall, and F1
score can be used to evaluate the model's performance. Finally, the recommendation system can be deployed and
used to make recommendations for users. The system can provide personalized recommendations based on a user's
past behavior, such as items they have purchased or rated, or items that are similar to those they have shown interest
in.

In conclusion, the basic workflow of a recommendation system consists of data collection, data preprocessing, model
training, evaluation, and deployment. Each stage plays an important role in the accuracy and effectiveness of the
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system. With the increasing availability of data and advancements in machine learning techniques, recommendation
systems will continue to play an important role in helping users discover new products and content. The goal of the
recommendation system is to filter out the objects that may be of interest to the user from a large number of objects
to be recommended, and the main research objects are the system user, the items to be recommended and the
recommendation algorithm [1]. The basic workflow of the recommendation system is shown in Figure 1 below.

Figure. 1. Basic workflow

2.2. Introduction of related algorithms
There are several related algorithms used in computer science and engineering to solve complex problems. These
algorithms are often designed to optimize a particular metric or solve a specific problem [12-15]. Some of the most
commonly used algorithms include sorting algorithms, search algorithms, and machine learning algorithms. Sorting
algorithms are used to sort a collection of data elements in a particular order. The most commonly used sorting
algorithms include bubble sort, quicksort, and merge sort. These algorithms are used in a variety of applications,
including database management, data analysis, and programming.

Search algorithms are used to find a particular element or value in a collection of data. The most commonly used
search algorithms include binary search, linear search, and depth-first search [16,17]. These algorithms are used in a
variety of applications, including text processing, image processing, and data analysis.Machine learning algorithms
are used to build predictive models based on historical data. These algorithms use statistical techniques to identify
patterns in data and use these patterns to make predictions about future data [18]. Some of the most commonly used
machine learning algorithms include decision trees, support vector machines, and neural networks [19]. These
algorithms are used in a variety of applications, including speech recognition, image classification, and fraud
detection. Other related algorithms include optimization algorithms, graph algorithms, and cryptographic algorithms.
Optimization algorithms are used to find the optimal solution to a problem, while graph algorithms are used to
analyze and manipulate graphs. Cryptographic algorithms are used to secure data and communications, and include
encryption and decryption algorithms.

In conclusion, there are several related algorithms used in computer science and engineering to solve complex
problems. These algorithms are designed to optimize a particular metric or solve a specific problem. Some of the
most commonly used algorithms include sorting algorithms, search algorithms, and machine learning algorithms.
Other related algorithms include optimization algorithms, graph algorithms, and cryptographic algorithms. Each
algorithm has its own unique characteristics and applications, making them an essential tool for solving complex
problems in various fields.

The first one is the UBCF algorithm [2]. The UBCF algorithm has two main tasks, the first step is to query the
nearest neighbors, to find the nearest neighbors mainly by measuring the similarity between users, the higher the
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similarity, the closer the distance between users. The similarity between user a and user b is denoted as sim(a,b). The
similarity between users can be expressed as the similarity between two vectors. The common similarity calculation
methods include cosine similarity, Pearson similarity and modified cosine similarity. The second step is to generate
the corresponding recommendation list. Let the set of nearest neighbors of user a be NNa, then the predicted rating
Pa,i of user a for item i can be obtained by using the known ratings in the set NNa, which is calculated as follows.

(1)𝑃𝑎,   =  𝑅
𝑎

+  
Σ

𝑏
ϵ 𝑁𝑁𝑎 𝑠𝑖𝑚(𝑎,𝑏) * (𝑅𝑎,  −𝑅𝑏)

Σ
𝑏
ϵ 𝑁𝑁𝑎 |𝑠𝑖𝑚(𝑎,𝑏)|

Where sim(a,b) represents the similarity between user a and user b, R-- a and R-- b represent the average ratings of
user a and b for all items, respectively, and Rb,i represents the rating of user b for item i. The above method predicts
the user's ratings of all unrated items, and then recommends the top N items with the highest ratings to the user,
which is called top-N recommendation.

Second, the IBCF algorithm [3,20]. The basic idea of this algorithm is to find the set of nearest neighbors of a target
item, and since the user's ratings of these nearest neighbors are close to the ratings of the target item, the user's
predicted ratings of the target item can be obtained based on the ratings of these nearest neighbors. Based on this
principle, the ratings of the remaining unrated items can be found, and then the top N items with the highest ratings
are selected and recommended to the users.

Third, the MBCF algorithm [4,21]. This algorithm mainly uses existing methods in the fields of machine learning,
data mining and information retrieval to process and model user data offline to make predictions. The commonly
used models are plain Bayesian classification model, linear regression model, implicit semantic model and
probabilistic correlation model, among which Latent Factor Model, LFM is the most popular collaborative filtering
model in the field of recommender systems in recent years, which has several essentially similar variants, such as
Latent Dirichlet Allocation , probabilistic Latent Semantic Analysis, Probabilistic Matrix Factorization, PMF, all of
which can be used in personalized recommender systems. The implicit semantic model calculates the rating of item i
by user a by the following equation.

(2)𝑅𝑎𝑡𝑖𝑛𝑔 (𝑎, 𝑏) =  𝑅𝑎,  𝑖 =  𝑈𝑎 𝑇
𝑣𝑖

In addition, the evaluation metrics of recommendation algorithms are shown in Figure 2 below.

Figure. 2. Evaluation metrics of recommendation algorithms

3. Deep learning-based HR recommendation algorithm design

3.1. General requirements of the algorithm
Algorithms are a set of instructions or procedures that solve a particular problem or perform a specific task.
Algorithms have become essential in various fields, from computer science to engineering and mathematics [22].
However, to ensure that algorithms are effective and efficient, they must meet certain general requirements. One of
the most important requirements of an algorithm is correctness [23]. The algorithm must be able to solve the problem
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or perform the task it was designed for without errors or inaccuracies. To achieve correctness, the algorithm must be
well-designed, well-implemented, and well-tested. Another important requirement is efficiency. The algorithm must
use minimal resources such as time and memory to solve the problem or perform the task. The efficiency of an
algorithm is usually measured by its time and space complexity, which determine the amount of time and memory
required for the algorithm to execute.

Usability is also a crucial requirement for an algorithm. The algorithm must be easy to use and understand by its
intended users. Usability includes factors such as ease of use, user-friendliness, and the ability to handle different
inputs and situations [23-25]. Another requirement is scalability, which refers to the ability of the algorithm to handle
large-scale problems or tasks. As the size of the problem or task increases, the algorithm must be able to handle it
without compromising efficiency or accuracy. Finally, the algorithm must be reliable and robust. The algorithm must
be able to perform consistently under different conditions and inputs, and handle errors and exceptions gracefully.
Robustness includes the ability of the algorithm to recover from errors and exceptions and continue executing the
task or problem. In conclusion, algorithms play a vital role in solving problems and performing tasks in various
fields. However, to ensure that algorithms are effective and efficient, they must meet certain general requirements
such as correctness, efficiency, usability, scalability, and reliability. Meeting these requirements is crucial to ensure
that algorithms can be used effectively in different applications and situations.

In the HR recommendation system, there are mainly two types of data: one is the data related to candidates, including
their basic personal information, education experience, skills and specialties, work experience, the type of positions
they are interested in, their treatment requirements, and the information they give in the process of using the
recommendation system. This category is collectively referred to as user data. The other category is job-related data,
including job types, information of recruiting companies, job content, salary, benefits, basic requirements for
applicants, etc. This category is collectively referred to as project data [5-6].

In a realistic job site, the system will first ask the candidate to fill in basic personal information, which generally has
fixed options to choose from and is formatted information. In addition, the system will also provide a richer
information filling section such as self-introduction, educational background, work experience, self-evaluation, etc.,
which have no fixed options and belong to unformatted text information. On the other hand, when companies publish
job requirements on the recruitment website, in addition to providing basic formatted information such as salary
range, working hours, benefits, etc., they may also add textual information such as job content description and
recruitment conditions as a supplement. In a more professional recruitment process, companies even value
personalized resumes provided by candidates, where the textual information is more relevant and professional than
the customized templates in the recruitment system. For both the candidate and the company, text descriptions
provide a more flexible and effective way to describe their own content characteristics, and text information is richer
than structured information. However, textual information is different from structured information, which needs to be
text processed and transformed into structured feature vectors [7] before it can be used in recommendation
algorithms. In particular, for Chinese text processing, the utilization of Chinese text information needs to go through
two more processes, Chinese word separation and text feature vectorization, because there is no formal delimiter for
words. Meanwhile, text information is used to construct text feature vectors by TF-IDF or counting, both of which
require preconstructed keyword sets (also called vocabularies or dictionaries) and feature vectors (bag-of-words
vectors) by means of address mapping. And since the vocabularies need to cover most of the keywords in the corpus
in order to retain the information in the corpus as completely as possible and to characterize the text features more
fully. Therefore, vocabularies are generally required to be large enough, and the dimensionality of the resulting text
feature vectors reaches thousands or tens of thousands of dimensions, which increases nearly a hundred times
compared with structured features that are often only tens of dimensions, greatly increasing the complexity of
recommendation algorithms in performing similarity calculations. In addition, there are often only a few key content
information in the text information that really determines the user's preference and evaluation of the item, which is
sparsely distributed in the high-latitude vector and can easily be overwhelmed by other non-key dimensional
information [8].
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For these reasons, HR recommendation systems generally do not use textual information such as applicant's
self-introduction, educational background and job description, or simply match some predefined keywords from the
textual information as content features, and they mainly use simple and structured data. These data are manually
filtered and customized for the characteristics of the HR recommendation field, which can basically cover the main
factors of matching candidates and jobs, but cannot completely replace the role of textual information. To address the
problem that it is difficult to extract and utilize the features of textual information in the HR recommendation field, it
is most appropriate to adopt a strategy of fusing deep learning models with traditional collaborative filtering
algorithms with the ability of deep learning to extract implicit features.

3.2. Overall design
The overall process scheme of the algorithm is as follows: the pre-preparation work has data acquisition and data
pre-processing. Data pre-processing involves repeated data repair work, such as removing redundant data and filling
in missing data according to certain rules, which is not a one-step process and requires continuous improvement of
processing rules during the pre-processing process. After the data preparation is completed, the construction of the
user-item rating matrix and the item text feature vector is started as the input of the hybrid depth collaborative
filtering algorithm. The former is transformed from behavioral record information representing user preferences into
ratings by certain rules, while the latter uses job description information to construct the textual feature vector of
items. The probability matrix decomposition module then learns the implicit semantic vectors of users and items
using both the low-dimensional feature vectors of items and the original rating matrix information. Subsequently, the
predicted rating matrices of the non-cold-start items are calculated. The implicit semantic matrices U and V are the
sets of implicit semantic vectors of all users and items obtained from the probability matrix decomposition,
respectively, which are used to construct the predicted scoring matrices.

4. Deep learning-based algorithm for personalized recommendation of resources and model
construction

4.1. Data collection
The data of job applicants include the gender, age, working years, job seeking intention, salary requirement,
education background, working experience and self-presentation of job applicants, among which education
background, working experience and self-presentation. The fields belong to long text fields. And the data of jobs
include job category, number of views, number of favorites, working years requirement, salary, working hours,
gender requirement, education requirement, benefits, job title and job description, etc., where job description belongs
to long text field. The other part is the log system of the employment platform collects the data about the user's
behavior record of using the system from the client, which is mostly log text data. In the process of using the
recommendation system, users will click to browse the job information they are interested in, and may make further
collections or applications for the job information if the details of the job match their job search needs. On the
contrary, if the candidate is not interested in the browsed job, it may be marked as not interested [9]. The log text data
collected in this paper records the behavior of these four major categories of candidates towards the post, which
reflects the degree of candidates' preference for the post.

4.2. Data pre-processing
The data preprocessing work starts with extracting information about candidates' behaviors toward jobs from the
unstructured log text files, including four types such as click to browse, favorite, apply and not interested. By
analyzing the log records, it can be seen that the behavior log records are saved in a fixed format. The behavior log
records in the text can be located by simple regular expression matching, and then the log record string is parsed
according to the corresponding format to extract information such as applicant id, job id, behavior type, and
occurrence time of the behavior. In addition, although the data collection work saves the original applicant and
position information obtained from the collection into the database, these data still have problems such as duplicate
redundancy, missing values and inconsistency. Therefore, the pre-processing stage also requires careful analysis of
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these data and the design of corresponding pre-processing rules according to the specific problems existing in the
data in order to clean and convert the data and thus improve the data quality.

4.3. Building HR data warehouse
Data preprocessing solves the problems of logical abnormalities, missing values and inconsistent data in the data after
cleaning the human resource data, and the data saved in the database is already relatively pure at this time. After that,
according to certain conversion and mapping rules, the numericalization of basic attribute fields in HR data can be
realized. The mapping operation realizes the mapping from numerical values to string values by establishing
dictionary tables for the non-numerical fields in the applicant and job information tables, and thus obtains the model
of the data warehouse. The HR data warehouse consists of a three-part table structure with a user table, a project table
and a user-project rating table.

The user table stores the basic attribute information of job applicants, eliminates useless fields such as social security
number and name of job applicants, and establishes a dictionary table for mapping the fields such as target job
category, salary range and education level. The item table stores the basic attribute information of job positions, and
the job category, salary, education requirement, working time, and age requirement are mapped through the
dictionary table respectively. The data preprocessing stage extracts the four types of behavior record information
generated by the candidate for the job from the log text file, and this paper adopts a behavior-to-rating value mapping
strategy [10-11] to transform the behavior record data into specific ratings to obtain the rating table, which stores the
rating information of the candidate for the job and the occurrence time of the behavior corresponding to the rating.
Since the type of candidate's behavior towards the job position reflects the degree of their preference for the position,
which also represents the level of their rating for the job item. At this point, the HR data warehouse is constructed,
using a snowflake structure, with t_rating as the fact table and other tables as dimension tables.

5. Conclusion
The development of the internet has led to the improvement of HR recommendation algorithms, and deep learning is
now being used to process data more effectively. This paper examines the current state of collaborative filtering
technology and explores the resource personalized recommendation algorithm and model using human resources as
an example. The paper introduces theoretical methods such as deep neural networks and machine learning and
analyzes the relationship between data preprocessing, data mining, and knowledge classification. The paper discusses
the importance of personalized recommendations in HR management and highlights the role of collaborative filtering
technology in achieving this goal. The authors present a detailed analysis of the different stages involved in building
a personalized recommendation system, including data collection, preprocessing, and modeling. They also discuss the
challenges involved in developing effective recommendation systems and the potential benefits of using deep
learning-based algorithms.

The authors explore the application of deep neural networks in building personalized recommendation systems and
provide a detailed explanation of the algorithm and model used in their study. They describe the data preprocessing
techniques used to extract relevant features from the data and the machine learning algorithms used to build the
model. They also present the evaluation metrics used to measure the performance of the recommendation system.
The study demonstrates the potential of deep learning-based algorithms in building effective recommendation
systems and highlights the importance of personalized recommendations in HR management. The authors discuss the
limitations of their study and suggest future research directions to improve the accuracy and effectiveness of the
recommendation system. In conclusion, this paper presents an analysis of the current state of collaborative filtering
technology and explores the resource personalized recommendation algorithm and model using human resources as
an example. The study highlights the potential benefits of using deep learning-based algorithms in building effective
recommendation systems and the importance of personalized recommendations in HR management. The authors
provide insights into the challenges involved in developing such systems and suggest future research directions to
improve their accuracy and effectiveness.
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