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Abstract

Due to the poor node optimization effect of traditional mathematical model methods, an efficient node optimization algorithm
based on ant colony genetic algorithm is proposed. The ant colony algorithm is a kind of bionic optimization algorithm, and its
dynamics and self-similarity are very similar to the optimization principles of messy information nodes. "Chaos node efficient
optimization algorithm" is dedicated to effectively aggregating various resources such as computing, storage, knowledge,
communication, information, distributed around the world, serving the public, and realizing resource sharing and collaborative
work. Among them, chaos nodes efficiently search for excellent problems. If the number of parent nodes and the order of the
nodes are known, the ant colony genetic algorithm is used to find the largest supporting tree, so as to obtain the best node to
obtain the largest number of iterations, thereby effectively optimizing the information node.
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1. Introduction

Wireless network communication chaos refers to the complex and dynamic nature of wireless networks, which can
lead to unpredictable behavior and performance issues. There are several factors that can contribute to wireless
network communication chaos, including: Interference: Wireless networks operate on shared spectrum, and
interference from other devices and networks can disrupt communication and lead to chaos. Mobility: The movement
of devices and users in a wireless network can lead to changes in network topology and cause communication
disruptions. Congestion: High levels of network traffic can cause congestion and lead to delays, packet loss, and other
performance issues. Security: Wireless networks are vulnerable to various types of security attacks, such as
denial-of-service (DoS) attacks, which can cause chaos in the network. Configuration: Incorrect or outdated network
configurations can also cause chaos by leading to performance issues or security vulnerabilities. Managing the chaos
of wireless network communication is a challenging task that requires the use of optimization algorithms and other
techniques to improve network performance and stability. By analyzing and understanding the underlying causes of
wireless network communication chaos, network administrators and engineers can develop effective strategies for
managing and optimizing these complex systems.

Because the wireless communication network technology is mature, the signal is clear and stable, and it is easy to
install and use, it is widely used in various professional fields. However, due to various reasons, many signals tend to
interfere with practical applications [1]. If the processing is unsuccessful, the signal-to-noise ratio of the receiver will
decrease, the communication quality will decrease, and the communication will not proceed normally. The efficient
optimization algorithm using the "chaotic information" node must be able to make full use of this huge design space
to obtain an approximate global optimization or global optimal layout [2-3].

Wireless networks have become an integral part of our daily lives and the efficient management of information nodes
in these networks is critical for ensuring their performance. In this analysis, we will delve into the intricacies of
various optimization algorithms and their impact on managing the chaos of information transmission in wireless
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network communication. We will evaluate the pros and cons of each algorithm and propose a solution that strikes a
balance between efficiency and stability. This analysis will provide useful insights for network administrators and
engineers looking to optimize their wireless communication systems.

Optimization algorithms play a crucial role in ensuring the efficient and effective functioning of various systems. In
this analysis, we will focus on the optimization of information nodes in wireless network communication systems. We
will explore the different algorithms available for this purpose and evaluate their effectiveness in managing the chaos
of information transmission in these networks. The goal of this analysis is to propose a solution that balances
efficiency and stability in the network, providing valuable insights for network administrators and engineers looking
to optimize their wireless communication systems.

2. Literature Review

In recent years, there has been a significant amount of research on node optimization algorithms for wireless network
communication [3]. One popular approach is the use of genetic algorithms (GA) for node optimization. GA has been
found to be effective in optimizing node placement and routing in wireless networks [4-7]. It has been used to
optimize network parameters such as energy consumption, throughput, and delay. Another approach is the use of
particle swarm optimization (PSO) for node optimization. PSO has been used to optimize node placement, routing,
and power allocation in wireless networks. It has been found to be effective in solving non-linear optimization
problems and has a good convergence rate. Ant colony optimization (ACO) is another algorithm that has been applied
to wireless network node optimization [8]. ACO has been used to optimize node placement, routing, and power
allocation in wireless networks. It has been found to be effective in solving complex optimization problems and has
been shown to be a useful tool for managing the chaos of wireless network communication [9]. Artificial bee colony
(ABC) is another population-based algorithm that has been applied to wireless network node optimization [10]. ABC
has been used to optimize node placement, routing and power allocation in wireless networks. It has been found to be
effective in solving complex optimization problems, and it has a fast convergence and high-quality solutions.

Artificial neural network (ANN) is also a popular approach for wireless network node optimization. ANN has been
used for node placement, routing and power allocation in wireless networks [11]. It can be used to optimize wireless
network communication problems by learning from historical data and making predictions based on new input.
Overall, there are many different optimization algorithms that have been applied to wireless network node
optimization, and each has its own strengths and weaknesses. The choice of algorithm will depend on the specific
characteristics of the problem and the desired outcome [12].

2.1. Genetic algorithm ant colony
Ant colony optimization (ACO) is an optimization algorithm that is based on the behavior and communication
patterns of ant colonies. The algorithm simulates the process of ants searching for food by collectively finding the
shortest path to a food source [13]. The ants communicate with each other by leaving chemical trails, called
pheromones, that help guide other ants to the food source. Over time, the pheromone trails become stronger and the
ants are able to find the food source more efficiently.

In the context of wireless network node optimization, ACO can be used to find the optimal placement and routing of
nodes in a network [14]. The algorithm simulates the process of ants searching for the best path through a network by
adjusting the strength of the pheromone trails based on the quality of the path. Over time, the ants converge on the
best path, which corresponds to the optimal placement and routing of nodes in the network.

ACO has been found to be effective in solving complex optimization problems and has been shown to be a useful tool
for managing the chaos of wireless network communication [15]. It has been used to optimize node placement,
routing, and power allocation in wireless networks. It has a good convergence rate, and it has been found to be
efficient in terms of computation time. However, the algorithm can be sensitive to the initial solution and the
parameters that are used. Therefore, it is important to carefully tune these parameters to achieve the best results.

The Ant Colony Optimization (ACO) algorithm is a metaheuristic optimization technique that is inspired by the
foraging behavior of ants. The algorithm simulates the process of ants searching for food by collectively finding the
shortest path to a food source [15]. The ants communicate with each other by leaving chemical trails, called
pheromones, that help guide other ants to the food source. The basic principle of the ACO algorithm is to maintain a
set of ants that move in the search space and construct solutions by following the pheromone trails [17]. The ants
construct solutions by moving from one node to another based on the pheromone trail and a heuristic function that
represents the problem-specific information. The quality of the solutions is evaluated using an objective function and

J. Qi & T. Cao  / JADS Vol. 4 No. 1 2023



Journal of Applied Data Sciences
Vol. 4, No. 1, January 2023, pp. 8-14

ISSN 2723-6471
10

the best solutions are used to update the pheromone trails. In the context of wireless network node optimization, the
ACO algorithm can be used to find the optimal placement and routing of nodes in a network [18]. The ants in the
algorithm move through the network, leaving pheromone trails that represent the quality of the path. The algorithm
adjusts the strength of the pheromone trails based on the quality of the path, and over time, the ants converge on the
best path, which corresponds to the optimal placement and routing of nodes in the network. The ACO algorithm has a
number of advantages over other optimization techniques, such as its ability to handle problems with a large number
of variables and its ability to find global solutions [19]. However, it is sensitive to the choice of parameters and the
initial solution, and it can be computationally expensive. Therefore, it is important to carefully tune the parameters
and choose an appropriate initial solution to achieve the best results [20]. The ACO algorithm has been applied to a
wide range of problems in wireless network optimization, including node placement, routing, and power allocation. It
has been found to be effective in solving complex optimization problems and has been shown to be a useful tool for
managing the chaos of wireless network communication.

The main calculations involved in the ACO algorithm are related to the updating of pheromone trails and the
selection of the next node to visit. The pheromone trail update is an important step in the ACO algorithm, as it
determines the strength of the trail and the probability of an ant choosing a specific path. The pheromone trail update
is typically done using the following equation:

(1)Δτ(𝑖, 𝑗) =  (1 − ρ) *  τ(𝑖, 𝑗) +  ρ *  Δτ0(𝑖, 𝑗)

Where τ(i,j) is the pheromone trail on edge (i,j), ρ is the evaporation rate, and Δτ0(i,j) is the pheromone trail update.
The evaporation rate is a parameter that determines how quickly the pheromone trail evaporates and should be set to a
value between 0 and 1. The pheromone trail update is calculated as the product of the quality of the path, represented
by the objective function, and a constant value.

The selection of the next node to visit is also an important step in the ACO algorithm, and is typically done using the
following equation:

(2)𝑃(𝑖, 𝑗) =  (τ(𝑖, 𝑗)^α) *  (η(𝑖, 𝑗)^β) / Σ(𝑘∈𝑆) (τ(𝑖, 𝑘)^α) *  (η(𝑖, 𝑘)^β)

Where P(i,j) is the probability of an ant choosing edge (i,j), τ(i,j) is the pheromone trail on edge (i,j), η(i,j) is the
heuristic value of edge (i,j), α and β are parameters that control the relative importance of the pheromone trail and the
heuristic value, and S is the set of edges that are available to the ant. The parameter α represents the pheromone
importance and β represents the heuristic importance.

There are different variations of Ant colony algorithms, like Ant-System, Elitist Ant System (EAS), Rank-based Ant
System (ASRank) and many others. Each one of them may have different calculation methods for pheromone update
and path selection, but the basic concept remains the same. It is important to note that the ACO algorithm is a
probabilistic and stochastic algorithm, so the optimal solution is not guaranteed and the results can vary depending on
the initial solution and the parameter values. Therefore, it is important to run the algorithm multiple times with
different parameter values and initial solutions to ensure that the best solution is found.

3. Research Method

3.1. Node optimization algorithm based on genetic algorithm ant colony
The energy of the information node determines the survival time of the wireless network. The routing protocol can
save the survival time of the wireless sensor node and prolong the survival time of the sensor network.
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3.2. Algorithm based on ant colony logic structure
Ant colonies can perceive environmental changes through pheromones, and communicate and cooperate with other
ant individuals through pheromones. The behavior of ant colonies is random and independent, but they can complete
the process from chaos to order without being affected by the external environment [4-6]. By expressing the
combinatorial optimization problem in a standardized form, a decision-making mechanism is established and
corresponding decision points are set. Individual ants use the concentration of pheromone to perceive changes in the
environment. While exploring the future, they use the results of past behaviors. On the one hand, the distributed
search feature of ant colony algorithms can be used to avoid falling into the local optimal situation [7]. In the initial
state, the ants are randomly distributed on the grid computing nodes [8-9]. Calculate the state transition probability P
of the k ant in resource i at time t according to the state transition formula.

(3)

3.3. Mathematical model based on genetic algorithm
The idea of the basic ant colony algorithm is derived from the group behavior of real ants when foraging in nature,
but the artificial ants in the basic ant colony algorithm have certain characteristics that real ants do not have[8]. For
example, artificial ants have the ability to remember their past behaviors. The artificial ant has an algorithmic
prohibition table called tabu, which stores the path that the ant has walked, so as to avoid the ant from taking the path
that the ant has walked before [9- 11].TSP (traveling salesman problem) is a traveling salesman problem, which
shows all aspects of combinatorial optimization problems, and has become a standard for testing the quality of new
algorithms [12].

3.4. Features based on ant colony algorithm
This algorithm not only has the characteristics of positive feedback, but also implies a negative feedback mechanism,
which makes ants more likely to choose a path with a higher pheromone concentration, and at the same time reduces
the search range, and finally promotes the problem to develop in the optimal direction.. The implicit negative
feedback mechanism of the algorithm makes it have a certain degree of randomness and keeps its search range in an
appropriate range, which is conducive to global optimization [13-14]. In other words, the basic ant colony algorithm
is to find a balance between the two in order to find the approximate optimal solution of the problem.

3.5. Search strategy based on chaotic thought
The basic principle of this method is as follows: According to some rules, the variable to be solved corresponds to a
chaotic variable space, which uses ergodicity, randomness, regularity and other chaotic properties for optimization,
and finally maps the solution to the optimization space. The global nature of chaotic search can improve the
optimization performance of the ACO algorithm. Use the pseudo-randomness and lateral attributes of chaotic
variables to optimize the search [15]. This effectively overcomes blind random search and provides excellent global
search results.

3.6. Update strategy based on PSO pheromone
Inspired by the research on the problem of information transmission in the foraging process of birds, Kennedy and
Eberhart proposed a new global optimization algorithm. The PSO algorithm has a global optimal position Xgbestand
a unique local optimal position, so the PSO algorithm can be combined with the ACO algorithm for overall
optimization. By using PSO's best Xp best solution and full population Xg best solution as reference points, and using
other pheromones to update the route, each generation of ants can track these two best solutions and locate the ants so
that they can be optimized.

3.7. Column-based search strategy
As a search strategy used in the stage of the efficient optimization algorithm for chaotic information nodes, the
column search algorithm is a heuristic graph search algorithm used to search for the best expansion node in a limited
set of graphs or trees, and is often used in systems with large solution spaces. The search tree of the pillar search
algorithm in the system is constructed using a breadth-first strategy. Sort according to the nodes on each level of the
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tree, keep the number of nodes consistent with the width of the column, and delete the remaining nodes. Continue to
expand these nodes to the next level and delete invalid nodes.

4. Algorithm performance simulation experiment analysis

Through the above process, an effective optimization algorithm for information nodes in wireless network
communication is designed. However, it is not clear whether this algorithm can solve the problems of traditional
algorithms. For this reason, a simulation comparison experiment is designed to test and analyze the performance of
the algorithm. Through the experiment of 50-node wireless sensor network, the effectiveness of ant colony genetic
algorithm simulation for effective node optimization technology is confirmed.

4.1. Comparative analysis of algorithm fitness
Through comparative analysis of the fitness of traditional mathematical modeling methods and node based ant colony
genetic algorithms, the correctness of the method for node optimization is verified, and the result is shown in Figure
1.

Figure. 1. Comparison of fitness values of the two methods

It can be seen from Figure 1 that this method has a higher adaptability than the traditional ant colony genetic
algorithm, indicating that in the wireless sensor network, the energy consumption of the search node is the lowest,
and the total energy of the network is in a balanced state.

4.2. Comparative analysis of optimization accuracy
In the experiment, the comparison of the optimization accuracy is obtained, as shown in Table 2. The optimization
accuracy of this algorithm is much higher than that of the traditional algorithm, and the maximum value can reach
93%.

Table. 1. Comparison of optimization accuracy

Number of experiments Proposed algorithm Traditional algorithm

20 88% 44%

40 92% 61%
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60 78% 54%

80 82% 58%

100 93% 66%

5. Conclusion

The efficient search algorithm for chaotic information nodes in wireless networks can significantly improve search
accuracy and algorithm adaptability, and improve the problem of poor search results of traditional search methods.
The simulation experiment results show that the algorithm can reach 90% of the optimal efficiency. This not only
reduces the computing time of wireless sensor network nodes, but also reduces power consumption and effectively
extends the service life of the sensors, providing advanced technical support for the application of wireless mobile
networks. However, there is still room for improvement in the accuracy and adaptability of algorithm optimization,
and further optimization of the algorithm is needed.

In conclusion, wireless network communication chaos is a complex and dynamic problem that can lead to
unpredictable behavior and performance issues. There are several factors that can contribute to wireless network
communication chaos, including interference, mobility, congestion, security, and configuration. To manage and
optimize these complex systems, various optimization algorithms have been proposed and applied to wireless
network node optimization. These include genetic algorithms (GA), particle swarm optimization (PSO), ant colony
optimization (ACO), artificial bee colony (ABC) and Artificial Neural Network (ANN). Each algorithm has its own
set of strengths and weaknesses, and the choice of algorithm will depend on the specific characteristics of the
problem and the desired outcome. Overall, it is important to analyze and understand the underlying causes of wireless
network communication chaos to develop effective strategies for managing and optimizing these systems

References
[1] J. Wang, Y. Gao, W. Liu, A. K. Sangaiah, and H.-J. Kim, “Energy efficient routing algorithm with mobile sink support for

wireless sensor networks,” Sensors, vol. 19, no. 7, p. 1494, 2019.

[2] W. Deng, J. Xu, Y. Song, and H. Zhao, “An effective improved co-evolution ant colony optimisation algorithm with
multi-strategies and its application,” Int. J. Bio-Inspired Comput., vol. 16, no. 3, pp. 158–170, 2020.

[3] O. I. Khalaf and G. M. Abdulsahib, “Energy efficient routing and reliable data transmission protocol in WSN,” Int. J. Adv.
Soft Compu. Appl, vol. 12, no. 3, pp. 45–53, 2020.

[4] P. Maheshwari, A. K. Sharma, and K. Verma, “Energy efficient cluster based routing protocol for WSN using butterfly
optimization algorithm and ant colony optimization,” Ad Hoc Networks, vol. 110, p. 102317, 2021.

[5] Y. Shi, K. Yang, T. Jiang, J. Zhang, and K. B. Letaief, “Communication-efficient edge AI: Algorithms and systems,” IEEE
Commun. Surv. Tutorials, vol. 22, no. 4, pp. 2167–2191, 2020.

[6] J. Bhola, S. Soni, and G. K. Cheema, “Genetic algorithm based optimized leach protocol for energy efficient wireless sensor
networks,” J. Ambient Intell. Humaniz. Comput., vol. 11, pp. 1281–1288, 2020.

[7] M. Elhoseny and K. Shankar, “Energy efficient optimal routing for communication in VANETs via clustering model,”
Emerg. Technol. Connect. internet Veh. Intell. Transp. Syst. networks Emerg. Technol. Connect. smart Veh., pp. 1–14, 2020.

[8] S. Tabibi and A. Ghaffari, “Energy-efficient routing mechanism for mobile sink in wireless sensor networks using particle
swarm optimization algorithm,” Wirel. Pers. Commun., vol. 104, pp. 199–216, 2019.

[9] S. R. Valayapalayam Kittusamy, M. Elhoseny, and S. Kathiresan, “An enhanced whale optimization algorithm for vehicular
communication networks,” Int. J. Commun. Syst., vol. 35, no. 12, p. e3953, 2022.

[10] A. Reisizadeh, H. Taheri, A. Mokhtari, H. Hassani, and R. Pedarsani, “Robust and communication-efficient collaborative
learning,” Adv. Neural Inf. Process. Syst., vol. 32, 2019.

[11] M. Alazab, K. Lakshmanna, T. Reddy, Q.-V. Pham, and P. K. R. Maddikunta, “Multi-objective cluster head selection using
fitness averaged rider optimization algorithm for IoT networks in smart cities,” Sustain. Energy Technol. Assessments, vol.
43, p. 100973, 2021.

J. Qi & T. Cao  / JADS Vol. 4 No. 1 2023



Journal of Applied Data Sciences
Vol. 4, No. 1, January 2023, pp. 8-14

ISSN 2723-6471
14

[12] M. Ghobaei‐Arani, A. Souri, F. Safara, and M. Norouzi, “An efficient task scheduling approach using moth‐flame
optimization algorithm for cyber‐physical system applications in fog computing,” Trans. Emerg. Telecommun. Technol.,
vol. 31, no. 2, p. e3770, 2020.

[13] C. Iwendi, P. K. R. Maddikunta, T. R. Gadekallu, K. Lakshmanna, A. K. Bashir, and M. J. Piran, “A metaheuristic
optimization approach for energy efficiency in the IoT networks,” Softw. Pract. Exp., vol. 51, no. 12, pp. 2558–2571, 2021.

[14] O. I. Khalaf and B. M. Sabbar, “An overview on wireless sensor networks and finding optimal location of nodes,” Period.
Eng. Nat. Sci., vol. 7, no. 3, pp. 1096–1101, 2019.

[15] A. C. J. Malar, M. Kowsigan, N. Krishnamoorthy, S. Karthick, E. Prabhu, and K. Venkatachalam, “Multi constraints applied
energy efficient routing technique based on ant colony optimization used for disaster resilient location detection in mobile
ad-hoc network,” J. Ambient Intell. Humaniz. Comput., vol. 12, pp. 4007–4017, 2021.

[16] S. M. M. H. Daneshvar, P. A. A. Mohajer, and S. M. Mazinani, “Energy-efficient routing in WSN: A centralized
cluster-based approach via grey wolf optimizer,” IEEE Access, vol. 7, pp. 170019–170031, 2019.

[17] D. Gupta, A. Khanna, K. Shankar, V. Furtado, and J. J. P. C. Rodrigues, “Efficient artificial fish swarm based clustering
approach on mobility aware energy‐efficient for MANET,” Trans. Emerg. Telecommun. Technol., vol. 30, no. 9, p. e3524,
2019.

[18] K.-C. Chu, D.-J. Horng, and K.-C. Chang, “Numerical optimization of the energy consumption for wireless sensor networks
based on an improved ant colony algorithm,” IEEE Access, vol. 7, pp. 105562–105571, 2019.

[19] J. Wang, X. Gu, W. Liu, A. K. Sangaiah, and H.-J. Kim, “An empower hamilton loop based data collection algorithm with
mobile agent for WSNs,” Human-centric Comput. Inf. Sci., vol. 9, no. 1, pp. 1–14, 2019.

[20] S. M. M. H. Daneshvar, P. A. A. Mohajer, and S. M. Mazinani, “Energy-efficient routing in WSN: A centralized
cluster-based approach via grey wolf optimizer,” IEEE Access, vol. 7, pp. 170019–170031, 2019.

J. Qi & T. Cao  / JADS Vol. 4 No. 1 2023


