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Abstract 

An audio recording system device has unprecedented activities of its authorized users which in a particular way cause vulnerability to the system. 

It starts to get into a fuzzy condition and deteriorate the system sensitivity in detecting unauthorized access to pass through, then the system 

inclination may occur. One case is when separate users picked speech voices with similar keywords to set their usernames or password. Moreover, 

when users are siblings or twins that could have merely similar voices.  Troublesome of this situation leads to a less sensitive manner of a security 

system, and in some situations, the system could operate blocking authorized users themselves to get access. This paper defines a proposed 

method to resolve the situation by combining Mel Frequency Cepstral Coefficient with other methodologies, which have been implemented for 

many other research’ specific objectives as well. This paper displays to prove its combination with an interval scoring in Fuzzy Relation 

complements a resolution to tackle the security of fuzzy issues mentioned. The Mel Scale has its capacity of delivering extractions output from 

audio input data, it is called as spectral centroids which refer to humans’ voices or an individual's voice features. Some spectral centroids get 

merely similar results due to those inclinations mentioned. This paper exposes Fuzzy Relation method to fit the need of verification procedures 

thorough its interval scale on any fuzzy features. The objective of verification procedure is to gain consistency measured scales, and security 

warrant remains valid. The inhouse experiments served to give user A of [0.49, 1.18] interval, user B of [0.76,1.07] interval, and user C of 

[0.44,0.95] interval, and those interval numbers are proposed to cap other login users accounts unto theirs. 
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1. Introduction 

Extending the discussions of speech recognition system (SRS), speech voices feature consistency are captured by 

utilizing Mel-Scale dan Fourier Transform [1]. The article had conducted an experiment with a proposed methodology 

model of mixed Mel Frequency Cepstral Coefficient (MFCC) and Short Time Fourier Transform (STFT). The proposed 

customized username and passwords based on unique character of user’s speech voices in significant length of time 

distances.  Consistency of spectral centroids should be capable to block unauthorized access. A conditional dispute 

could pop up on spectral centroids consistency with unprecedented conditions. One challenge condition to the system 

is when the unauthorized access is unintended and its undermining tracks are not visible. The spectral centroids 

consistency procedures could be overlooked when merely similar voices from similar gender of siblings or identical 

twins’ role as users at one single electronic device.  

Moreover, they applied similar key words to customize their usernames or passwords causing a fuzzy condition figure 

1. Users’ contentious security manners are the facts of vulnerability exposures to the system which open loopholes to 

any illegal accesses, such as recorded speech voices activities from authorized users which eventually embrace a fuzzy 

condition and it gradually irritates sensitivity of the security system. The objective of this paper is eagerly to deliver a 

dispute to the existed framework, as mentioned, by exposing this unprecedented fuzzy condition.  Refer to the human 
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anatomy system have organic nature elements, that carry some rewards by defaults, to an individual unique character 

and it has measurable sensitivities [2]. The dispute brought further observations on speech voices character consistency 

that should remain significant and critical scope topic along through this paper.  

In the objective context, the need of combining MFCC with another methodology is once more required to offer a 

resolution on the dispute mentioned.  The MFCC extracted features from the selected dataset should prove that the 

appointed dispute at the existed system remains solvable. Regarding the selected data should display identical gender 

speech voices with similar spoken words, this is to meet the criteria of the dispute mentioned. The identical gender 

criteria are considered on getting close of biological anatomy realms [2]. 

2. Literature Background 

Generally, a speech recognition system (SRS) has an operational mechanism set to have speech commands from 

authorized users, it serves for activities such as recordings, editing, and savings. One common activity is to set and 

reset login keys which are verified to claim speech voice commands into the device control system. In the situation of 

a single device has overwhelmed with variety users’ login keys could compromise the system, in some cases, to become 

less sensitive detecting differences and false identifying illegal access of unauthorized users and cause the control 

system access compromised. One of the case examples is the dominant spectral speech and prerequisite environment 

combined to affect several security cases, especially in siblings or identical twins most likely to have resemblances in 

producing their voice tones, accents, and frequencies [11], [12], [13], [14]. Moreover, those identical resemblances are 

affected from a vast variability of signals and expose an ambiguity possibility due to the facts that the same speaker 

may speak one particular word differently. The fact of different spelling or pronouncing on particular words are called 

as speaking style shifts [13], [15], [14], [16], [18]. Besides, many new technologies had updated recording devices apps 

and its transmission process on top of the existed complexity of the issues.  

The idea of origin in exposing STFT capacity into finding speech voices character within time series interval duration, 

the components of each character are displayed with dynamic scale of changes due to human ages [19], [20]. The 

experiment showed that those characters are represented by spectral data found within one, or more, time intervals. In 

facts, Fourier conventional analysis will be supportively plausible when there was no spectral to time domain 

conversion process [21], [22]. Since speech voices tie to continuous time-varying signals with challenging rate changes 

every 10 to 30 times/seconds [22], at this point shows that MFCC needs other methods to complete the objective. In 

the case of previously mentioned on how STFT works in finding   components or elements to identify speech voices 

characters with specific manners, and brings a visible comprehensive system to profile those characters to be built with 

more modified and expanded procedures for security concerns.  

There are four components to base an SRS. First, the system must have a sensor module. Second, the system must have 

feature extraction module. Third, the system must have matching modules, and fourth, the system must have decision-

making modules to accept or reject user’s login input [21], [23]. Commonly, those four components are dominant parts 

of voice recognition techniques for Automatic Speaker Verification and Automatic Speaker Identification. Initially 

users are located at enrolment time which are required to create login keys with short phrases and repeat them to 

confirm.  The confirmation is expected to shield the illegal access from unauthorized users. 

3. Methodology 

Security authentications are widely enhanced through implying variety data sources which means it claims for deeper 

observations of utilizing other methodologies to fit on the objective needs. In general, selecting methodologies due to 

data environment and research objective output and in the context of the dispute mentioned. Hence, secondary dataset 

was selected from URL: https://www.kaggle.com/kongaevans/speaker-recognition-dataset. The dataset consists of 

three male audio speech voices who have similar keywords and they are repeatedly spoken. It is expected to take its 

chance to utilize them in unfolding the ambiguity manner in the system as what the dispute mentioned. Topping up the 

existed combined methods (table 1), here an application of FR onto MFCC features is to obtain scores in resolving 

fuzziness and identifying particular users.  
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Combined MFCC with other methodologies had shown significant successes, table 1 shows that it had been 

implemented by many of researchers.  The significant starting point was stated by Gyulyustan on MFCC and Linear 

Predictive Coding (LPC) [3], continued by other researchers displayed on table 1, researchers gave the perspective of 

adopting other methodologies to support the need of Speech Recognition Security (SRS) facts. Bibliography references 

welcome to explore about more perspectives shown at table 1.  Synchronized facts and its elements are spotlighted 

spaces for researchers to explore more experiments with more combined methodologies.    

Table 1. Combined MFCC and other methodologies 

No. Methodologies References 

1. MFCC, SVM, MLP [4] 

2. DTCWT, MFCC [5] 

3. MFCC, ENTROCY [6] 

4. MFCC, DTW [7] 

5. 

6. 

7. 

MFCC, Random Forest 

MFCC, Baum Welch 

MFCC, LPC, CNN 

[8] 

[9] 

[10] 

Some particular methodologies could be used to gain spectral features in advance of implying fuzzy relation for scores, 

however, MFCC methodology is used for the context of issues in this paper [24].  The basic reason of selecting MFCC 

base on its capacity of delivering extractions output from audio input data which in this particular case is the spectral 

centroid. The spectral centroid refers to the facts of humans’ voices or an individual's voice feature based on physical 

characteristics in creating a sound, such as mouth and lips, nasal cavities and vocal tracts [13]. The following figure 2, 

which is the extension of figure 1 and it is to illustrate in general when some users have similar usernames or passwords 

for login keys in a single SRS device.  

 

Figure 1. A common user activity could lead to fuzz the system. 

 

Figure 2. The proposed mechanism designs. 

The Selection of dataset are also considered to observe inclination conditions, and the experiment remain to have an 

objective in obtaining the consistency value of individual speech voices character. The similar spoken word of "zero" 
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by four different males repeatedly are captured to measure individual spectral centroid. The experiment of combining 

MFCC with FR is objected to resolve a dispute of ambiguity due to inclination causes. Figure 3 shows how those 

repeatedly spoken similar words are being rolled to get validated with the terms of (1) to (5). The background of figure 

3 exposure on the inconsistency results from multiple users with repeatedly spoken similar words lead to conducted 

series of experiments on recording three male speakers that were randomly required to say the same ordered words of 

“some 12 or more” repeatedly [13]. The experiment had discovered that every speaker owned varied actual frequency 

measurements along the tests. The results had observed about the frequencies of the first and second formants, they 

showed consistency ratio. However, when those two formants were plotted in a two-dimensional plane against one 

another, repetitions of each vowel sound seemed like to create a distinct cluster. Furthermore, Potter and Steinberg 

delivered the facts that individual uniqueness remain significant despite similarity [13]. This paper is inspired to have 

slightly extended from what Potter and Steinberg findings, which the distinct clusters output is adopted to score 

individual uniqueness for a security complement.  

 

Figure 3. Methodology of MFCC workflow outline. 

 

Figure 4. FR mapping workflow outline. 

Figure 4 displays how repeatedly spoken words are captured as audio input 1 and so on. Any audio input has its 

measured frequency and time domain, which are the MFCC feature output. Furthermore, the derivatives values are 

simply rolling its validations through the final. This visualization would give supportive ideas in utilizing MFCC 

features. 

3.1. Mel Frequency Cepstral Coefficient (MFCC)  

MFCC remains as a commonly used method for feature extractions, especially dealing with a design of SRS [19], [21], 

[24], [25], the extraction technique simply applies using 1024 frequency bins, a frameshift and fixed time length in 

between 20 to 32 Ms, 26 Mel channels, and 10 to 40 cepstral coefficients (with normalized cepstral mean). 

The frameshift and time length are destined to gain stable parameters, the time length of 20 to 32 milliseconds are 

considered to be sufficient to examine speech signal data. This phase in MFCC is called framing or windowing stage. 

Those speech signal data input are not granted to be clear from distortions, and Hamming window phase serve to reduce 

the distortions. Since MFCC has the 1024 frequency bins, there is a need to do time domain windows conversion into 

frequency domains to form them into a regular grid by discretizing and interpolating the windows. Hence, Fourier 

transform is smoothly applied. The Mel filter provide channels to make the selective human auditory system works 

and returns coefficients as the output [19], [20], [24]. 
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The SRS must be trained to the individual's voice at enrollment time, and more than one enrollment session is often 

necessary. Then feature extraction module mostly measure unique formants or sound characteristics from the 

individuals’ vocal tract. Those formants have its frequency positions and create significant patterns to discriminate the 

speech voices [20], [21], for example, when specific vowel sounds are spotlighted as distinct facts from one speaker to 

another. The matching module compares those facts using the pattern algorithm, and the decision-making module states 

the acceptance or rejection due to its security system output conventionally. In addition, assigned interval scores to 

each individual significant patterns of speech voices unto the system which is expected to top up the existed security 

system and initiate the access permission into the system to control. This paper displays a practical method to obtain 

the scores by applying Fuzzy Relation. 

In advance of spectral centroid descriptions, there is a need to state about a speech voice. A human individual's voice 

feature is used and based on physical characteristics in creating a sound, such as mouth and lips, nasal cavities and 

vocal tracts. These features shape human speech characters that are invariant for an individual, but over time due to 

age, health conditions and emotional state cause behavioral changes. However, behavioral traits could serve as 

individuals’ uniqueness when they are common or universal for people to have it, and it should be distinctive and 

permanence [13], [19]. 

3.2. Fuzzy Relation 

There are some distinct protocols between Fuzzy Theory, Fuzzy Logic, and Fuzzy Relation [26]. Bibliography lists 

attached are pleased to lead their details. This paper delivers a brief description on Fuzzy Relation (FR) in its context 

of utilizing it as an additional metric on security matters. The description of FR ticks to come with the term of ‘relation’ 

literally defines mathematical concept of mapping related variables which are in one set or group. The term of relation 

is used to measure each member or element dependencies to the others in the group or dependencies between one group 

to the other group. In fact, a dependency model is patterned from around this context.    

FR is a system contained of a fuzzy set with the rules of the Cartesian product crisp definition which has variant 

memberships within its structure, and they are related to one another due to some respect from other member forms 

with similar values or manners from a set of standards [27]. In the case of Crisp Relation, there are two tiers degrees 

of mapping the dependency between elements, either they are completely-related or not-related. The result is absolute 

as correct output. In FR, however, the mapping degrees have infinite-number values. The mapping degrees have 

developed with more varieties, and some degrees between two or more elements are called as extreme positions of 

being completely-related or not-related [13]. This extreme position is to advantage a procedural security verification. 

FR adds to adopt a supportive resolution when data varieties cause the system output shows compromised. The variant 

memberships are in real numbers form of interval [0,1] which indicates the close or strong relation between the 

members within the interval structure itself [28]. Equation (1) shows the practical implications of the FR on SRS, X(n) 

represents users, and (2), x(n) represents each user’s speech voice extractions. As for (6) and (7), the interval [0,1] is 

read as [minimum, maximum] and obtained from overall data.  

𝑋(𝑛)  =  𝑋1, 𝑋2, 𝑋3, … , 𝑋𝑛 (1) 

𝑋(𝑛)  =  𝑋1, 𝑋2, 𝑋3, … , 𝑋𝑛 (2) 

𝑦 =  𝑓(𝑥(𝑛)) (3) 

𝑦´ =  𝑓´(𝑥(𝑛)) (4) 

𝑦´´ =  𝑓´´(𝑥(𝑛)) (5) 

𝑦´´ >  0 𝑡ℎ𝑒𝑛 𝑦 =  𝑚𝑖𝑛𝑖𝑚𝑢𝑚 (6) 

𝑦´´ <  0 𝑡ℎ𝑒𝑛 𝑦 =  𝑚𝑎𝑥𝑖𝑚𝑢𝑚 (7) 

4. Results and Discussion 

In SRS, security manners capture perception of human speech voices using the dominant frequencies or spectral peak 

positions in speech signals [18]. There are some facts and challenges in measuring a security system of SRS 
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performance, beside the socio linguistic, gender and age which are dominant facts of spectral speech signal peak 

positions [18], [29]. SRS technology, in some applied rules, the voice commands are set to use limited words due to 

prerequisite environment [29]. In facts, there are some standards rules to characterize an individual voice which have 

been developed from SRS technology field. One of the rules states that signal bandwidth has a standard of 4 kHz, while 

signal frequencies in periodically travelling waves like   from 80 Hz to 350 Hz. The periodical waves have time series 

executions in certain points inclusively, which are called as spectral energy distributions, especially when a peak 

frequency occurs [20], [21].   

The term of spectral energy distributions refers to the vowel channels, which could change to be better after 

articulations trainings. The term of spectrograms represents three dimensions of speech voice spectral signals, in 

horizontal axis as time domain and vertical axis as frequencies, which vary from one speech to the others. The up and 

down of human voices spectrum normally occur in every octave of 6 dB, which relates to the individual speech voices 

character [20]. Considering those related points, this paper serves to display observation through published journals 

and conference articles, and implying experiments to resume that some ambiguities are still resolvable. Following 

figures are in house experiments to support the proposed resolution. Figure 5a below shows how user A scores numeric 

are gained from the extractions results of MFCC and its maximum of 1.18 and minimum of 0.49 computations 

displayed as bar charts in figure 5b below: 

 

Figure 5a. User A numeric data 

Bar charts of figure 5b are to accommodate the computed extractions data of 5a and to display user A scores of each 

input. Here is figure 5b below: 

 

Figure 5b. User A bar charts data with interval (minimum: 0.49, maximum: 1.18) 

Figure 6a below shows how user B scores numeric are gained from the extractions results of MFCC and its maximum 

of 1.07 and minimum of 0.76 computations displayed as bar charts in figure 6b below: 

 

Figure 6a. User B numeric data 

Bar charts of figure 6b are to accommodate the computed extractions data of 6a and to display user B scores of each 

input. Here is figure 6b below: 

 

Figure 6b. User B bar charts data with interval (minimum: 0.76, maximum: 1.07) 

Figure 7a below shows how user C scores numeric are gained from the extractions results of MFCC and its maximum 

of 0.95 and minimum of 0.44 computations.  
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Figure 7a. User C numeric data 

Bar charts of figure 7b are to accommodate the computed extractions data of 7a and to display user C scores of each 

input. Here is figure 7b below: 

 

Figure 7b. User C bar charts data with interval (minimum: 0.44, maximum: 0.95) 

Figure 5a, 6a, and 7a show how scores numeric are gained from the extractions results of MFCC and its maximum and 

minimum computations. Bar charts are displayed as figures 5b, 6b and 7b are to accommodate the computed extractions 

data of figure 5a, 6a and 7a and to display individual’s score of each user. From those bar charts displayed, the results 

found that the interval numeric at minimum value of user A (figure 5a and 5b) and C (figure 7a and 7b) are close by 

0.05 point at the maximum values, and each user has showed to be nearby 0.1 to 0.2 scores. Here, the scores show 

spectral peaks positions and spectral energy distributions for each user, and those are captured as their speech voices 

characters. Though signal of speech voice is periodically, travelling waves like, from 80 Hz to 350 Hz, their speech 

voice characters should be consistent due to its uniqueness.  

5. Conclusion 

Refer back to the first paragraph, the MFCC features are to complement STFT in finding elements or components to 

characterize individual’s speech voices in specific interval of time series. The findings are proposed to be applied as 

username/passwords selections for the particular users. This paper comes to extend a dispute situation when those 

proposed elements found are applied or selected by users who are most likely to have resemblances in producing their 

voice tones, accents, and frequencies, such as among siblings or identical twins. In the other hand, a spatial ambiguity 

occurs when there is no sufficient provision to represent each region of uncertainties [27]. In fact, the relations of its 

features are necessarily needed to retain information for highest level decision. 

In such a fashion, the experiment result with selected dataset would not be appealing to meet and fit the dispute 

mentioned. Selected dataset will not represent what exactly is required to have identical twin or close sibling relations. 

However, for such some other perspective fashion, the experiment result is once again surfacing resolvable issues of 

ambiguity manners in the system environment. Those interval values from the charts could be appealing and satisfying 

when the required dataset to fit exactly on the dispute context. 

Feature extractions are essentially important in speech signal for speech recognition. The MFCC remains to be a 

popular method to accomplish the task. Those features are presumed to get utilized for a security system objective. In 

this case, the manifestation of spectral centroid features are applied for a security assessment. The practical assessment 

is simply to track users’ activities that create an ambiguity or fuzzy condition and cause the system to be less sensitive, 

and passing the control access for unauthorized users. Consistency of speech voice character remain to be obtained, 

despite of the resemblances of voice tones, accents, and frequencies. A larger dataset could be more baneful to gain 

accuracies and efficiency measures, and it will give more detected output patterns and insight into system adaptability. 

So, any fault on implied methodology could be re-designed and developed. Implications of FR as a security perspective 

in this paper is just a beginning, there are more FR properties that could expand future researches to enrich security 

topics. 
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