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Abstract

Maternal deaths are divided into two namely direct and indirect deaths. Globally 80% of direct maternal deaths, preeclampsia are
included in direct maternal deaths. Preeclampsia conditions of pregnancy with hypertension occur after the 20th week in women
who previously had normal blood pressure. Preeclampsia can also be characterized by hypertension (systolic blood pressure >
140 mmHg or diastolic blood pressure > 90 mmHg) accompanied by proteinuria (> 300 mg / dl in tamping urine 24 hours). In
this study, an analysis of medical records in the Purbalingga and Banyumas areas using 8 attributes, namely age, body weight,
blood pressure, edema, multiple pregnancy, history of hypertension, how many children, urine protein, and preeclampsia class.
From calculations using the K-NN (K-Nearest Neighbor) algorithm, the Sensitivity performance value of 98.19%, Specificity
100%, and Accuracy 98.33%.
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1. Introduction

Health problems about pregnant women are things that must be considered. Because pregnant women take many
lives. Maternal deaths are divided into direct deaths, namely due to complications of pregnancy, childbirth or the
postpartum period and any intervention or inappropriate handling of these complications, and indirect deaths as a
result of pre-existing diseases and or diseases that arise during pregnancy that affect pregnancy. Globally 80% of

maternal deaths are classified as direct maternal deaths [6]. Which is where preeclampsia goes into indirect maternal
death.

Preeclampsia is a pregnancy-specific condition with hypertension occurring after the 20th week in women who
previously had normal blood pressure. Preeclampsia is a vasospastic disease, which involves many systems and is
characterized by hemoconcentration, hypertension, and proteinuria. The diagnosis of preeclampsia has traditionally
been based on the presence of hypertension with proteinuria or edema [3]. Preeclampsia is characterized by
hypertension (systolic blood pressure 140 mmHg or diastolic blood pressure 90 mmHg) accompanied by proteinuria
(= 300 mg/dl in 24-hour urine collection) at gestational age of more than 20 weeks or immediately after delivery.
While preeclampsia is characterized by hypertension, proteinuria and seizures [8].

Data on preeclampsia in Banyumas Regency in 2011 were 551 people (32.1%) of all 1714 pregnant women. While
the incidence of preeclampsia in 2012 was 930 people (50.9%) of all 1826 pregnant women. It was reported that the
number of maternal deaths in 2013 was 33 cases, with 9 cases due to eclampsia according to [12].

Data mining is a series of processes to obtain useful information from large database warehouses [Han]. Data mining
is a term used to describe the discovery of knowledge in databases. Data mining is a process that uses mathematical

R. Hidayat & T. Astuti / JADS Vol. 1 No. 2 2020



Journal of Applied Data Sciences ISSN 2723-6471
Vol. 1, No. 2, December 2020, pp. 54-64 55

statistical techniques, artificial intelligence, and machine learning to extract and identify useful information and
related knowledge from various large databases [13].

Various commercial and non-commercial tools are circulating and are used for various purposes related to data
mining. One of them is WEKA, which is a tool in data mining, especially in the application to solve classification
problems [2].

The research conducted is data mining analysis on medical record data in Banyumas and Purbalingga areas using the
KNN (K-Nearest Neighbor) algorithm to diagnose preeclampsia. Why use the algorithm because KNN (K-Nearest
Neighbor) is one of many popular text classification methods that provides accurate and easy-to-understand results
[1]. In addition, the KNN (K-Nearest Neighbor) technique is a classification model that has several advantages, its
application is simple but effective in many cases [9].

The purpose of this study was to find out the performance of medical record data in the Banyumas and Purbalingga
regions as much as 120 data consisting of 11 data with preeclampsia and 109 data without preeclampsia. The data
performance consists of three, namely sensitivity, specificity, and accuracy from the calculation of the confusion
matrix. To get the value of the confusion matrix, the researchers used the WEKA software.

2. Literature Review

K-Nearest Neighbor is a algorithm for the construction of systems that rely on probabilistic knowledge. Teles et al.
[7] propose the use of a context-aware platform based on K-Nearest Neighbor algorithm to support the experts’
decision-making in public health systems. This study is focused on scenarios of dengue. Results show that the use of
ontologies together with a K-Nearest Neighbor approach makes the prediction more refined. Bobba et al. [8] present
a data based DSS that uses a K-Nearest Neighbor to merge gene expression data into prognostic models. This system
integrates information from earlier experiments to predict the disease state. Future works proposes the
implementation of this research on other pathologies for prevention and treatment. Huang et al. [9] use data mining
techniques to extract rules and relationships between diseases using patient medical records. This study used an
ensemble of classifiers like K-Nearest Neighbors and J-48 to try to improve the prediction performance of several
diseases. Results showed a small improvement of the accuracy, sensitivity, and F-measure. Hannan et al. [10]
describe an intelligent DSS built with artificial intelligence mechanisms. This system uses a K-Nearest Neighbor to
identify the confidence level for each possible cause. The preliminary results show that this system is able to assist
people in decision-making.

Kachroo et al. [11] compared three classifiers using machine-learning techniques to project cancer incidence and
mortality. This research evaluates the performance of these classifiers, examining the accuracy of each method. The
results show that K-Nearest Neighbor provides the best results. Researchers plan advances in developing nonlinear
models for projection of future cancer occurrences. Qian et al. [12] developed a framework that uses the naive
K-Nearest Neighbor classifier to measure the risk probability caused by lesions in the coronary artery. Results show a
potential to reduce medical expenses avoiding unnecessary tests and treatment. In [13], the authors propose a
computational model to classify stages of heart failure. They evaluate the best classifier like K-Nearest Neighbor,
Support Vector Machine, and Radial Basis Function Network to offer a quantitative tool to facilitate the early
diagnosis. Authors proposed that further works should analyze other intelligent algorithms to keep improving the best
found classifier. In [14], the authors use K-Nearest Neighbor to assist the diagnosis of social anxiety disorder. This
approach is modeled using conditional probability tables. Results show the model can be efficient for diagnosis of
anxiety disorder.
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Based on the related literature analysis, the next section will describe a mathematical model based on K-Nearest
Neighbor that can assist decision makers in uncertain times to diagnose and evaluate the gravity of hypertension in

pregnant women.

3. Research Model
The first step research method that must be carried out is to identify the problem and then the data collection method
used is as follows:

1) Literature review
Literature studies are related to theoretical studies and other references related to values, culture and norms
that develop in the social situation under study, besides that library research is very important in conducting
research, this is because research cannot be separated from scientific literature according to [11].

2) Primary data
In this study, primary data is used which is the source of data obtained by researchers directly, namely
through a literature study of the data that will be needed in the Purbalingga and Banyumas areas. The data is
in the form of medical records of pregnant women which are then copied into an excel file. From the data
collection process, 120 data were obtained. The data obtained consisted of age, weight <45kg, blood pressure
>160/90 mmHg, edema, urine protein, how many pregnancies, how many births, history of hypertension,
preeclampsia.

In this study, the researcher will conduct a research concept in the form of a flow chart in this study. In the research,
the research material used medical record data for pregnant women in the Purbalingga and Banyumas areas. This
stage is carried out after the problem identification process and data collection, the next are the stages to obtain the
output of the KNN (K-Nearest Neighbor) Algorithm method in diagnosing preeclampsia. The research concept will
be explained in Figure 1 as follows:
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Figure. 1. Research Concept

3.1. Data Preprocessing

The initial research concept that will be carried out in this study is the preprocessing stage of data on the medical
record dataset of pregnant women. This preprocessing stage will be used to generate rules based on the KNN
(K-Nearest Neighbor) Algorithm, and then carry out data classification and evaluation of the results obtained from
data testing.

Data preprocessing is a very important stage because at this stage the data selection process is carried out so that the
data can still be controlled and not out of line. Thus the data will be ready to be used as research material [9]. In the
preprocessing stage, the first thing is to prepare medical record data for pregnant women in the Purbalingga and
Banyumas areas which consists of 120 data. The first step is the selection of the attributes used for calculations and
changing the data format to make it easier to calculate the Weka software. After passing through the following stages,
the medical record data for the Purbalingga and Banyumas areas has been processed and can enter the next stage.

3.2. Classification

Classification algorithms can determine predictions on the potential of the data [10]. The classification results will be
compared with the actual dataset using the confusion matrix value between the results of the KNN (K-Nearest
Neighbor) method using the Weka software. The confusion matrix values that will be used in this study are accuracy,
specificity, and sensitivity.

Confusion Matrix is an evaluation of a data mining classification which is represented in a table [4]. Confusion
matrix contains information on the comparison of the classified labels with the actual labels. Table 2 describes a
confusion matrix with two labels, namely yes and no.
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Table. 1. Confusion Matrix

Classification Predicted class

Class : YES Class : NO
Observed class | Class YES | True Positive (TP) | False Negative (FN)
Class NO False Positive (FP) | True Negative (TN)

The grouping of data in this confusion matrix is used to calculate the value of sensitivity, specificity, recall, precision,
f-measure and accuracy can be calculated using the following equation [15]:

Sensitivity = — o @
Sensitivity = % (2)
Sensitivity = % ©
Sensitivity = % @
F-Measure — Z2lecion e >
Accuracy = % ©

Description :

TP : Number of positive cases classified as positive
FP : Number of negative cases classified as positive
TN : Number of negative cases classified as negative

FN : Number of positive cases classified as negative

3.3.  Evaluation

At this stage, a classification evaluation will be carried out based on testing on yes and no objects [4] as well as
measuring the accuracy of the results obtained using the KNN (K-Nearest Neighbor) method. In this study, it will be
assessed from the value obtained from the confusion matrix which will be generated as a parameter. At this stage, the
accuracy, specificity, and sensitivity values will be evaluated which are used to determine the performance value of
the test using the KNN (K-Nearest Neighbor) method.

4. Result and Discussion

4.1. Problem Identification

In this stage the authors identify the disease preeclampsia which is a pregnancy syndrome suffered by pregnant
women. To find out the cause of preeclampsia, the author studied the literature related to the author's research,
namely to diagnose preeclampsia. To carry out the diagnosis, the writer chose the K-NN (K-Nearest Neighbor)
Algorithm that was suitable for the author's research, where the K-NN (K-Nearest Neighbor) Algorithm could be
used to analyze the dataset.
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4.2. Data Collection

In this research, the data that will be used is by taking data on pregnant women in the Purbalingga and Banyumas
areas, with a total of 120 data and using 9 attributes as supporters. Where the attributes and their explanations are as
follows:

1) Age: this input variable shows the age/age of the patient.

2) Mother's weight <45 (Maternal weight <45kg): this input variable shows the weight of pregnant women who
are at risk of being affected is in the range of less than 45 kg.

3) BP 160/90 mmHg (Blood Pressure 160/90 mmHg): This input variable shows the patient's blood pressure
that exceeds 160/90mmHg.

4) Significant edema: this input variable represents the term used to refer to swelling of soft tissues such as skin
in pregnant women.

5) Twin pregnancy: this input variable shows the condition of pregnant women having more than one fetus.

6) History of hypertension: this input variable indicates whether the patient has a history of hypertension or high
blood pressure

7) Number of children: this input variable shows how many children the patient is pregnant with.

8) PU (Urine Protein): This input variable shows that pregnant women who experience abnormal urine protein
will have a positive value (T) and pregnant women who do not experience abnormal urine protein will have a
negative value (F).

9) Class Variable Preeclampsia: this variable is the output consisting of two possibilities, namely yes and no. T
means that one record variable from 8 input variables will result in an instance of the 9th variable (T) that the
patient suffers from preeclampsia. F means that in one record of the 8 input variables will produce an
instance of the 9th variable (F) that the patient does not suffer from preeclampsia. Class This variable is the
purpose of the class to state the diagnosis of preeclampsia.

Table. 2. Medical Record Data for Pregnant Women in Purbalingga and Banyumas Regions.

No Age Weight | TD>=160/90 Odema Twin ;I}/l;zznosf Child order Urin.e Preec'larnps
<45 Kg mmHg pregnancy on Protein 1a
1 24 F F F ? ? 0 F F
2 36 F F F ? ? 3 F F
3 20 F F F ? ? 0 F F
4 30 T F F ? ? 1 F F
5 34 F F F ? ? 1 F F
6 35 F F F ? ? 0 F F
7 28 F F F ? ? 1 F F
8 29 F F F ? ? 1 F F
9 26 T F F ? ? 1 F F
10 35 F F F ? ? 1 F F
118 38 F F F ? ? ? F F
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119 31 F F F ? ? ? F F
120 33 F F F ? ? ? F F

In table 2. is a table of medical record data for pregnant women with a total of 120 data and using 9 attributes before
processing, the explanation for each attribute is the age attribute has the lowest value of 17 and the highest is 42, the
attribute BB (weight) <45kg has category T and F, the attribute TD (Blood Pressure) 160/90 mmHg has categories T
and F, the real Edema attribute has categories T and F, the attribute of twin pregnancy does not have a category, the
attribute history of hypertension does not have a category, the attribute of which child has the lowest value 0 and the
highest value is 4, the Urine Protein attribute has T and F, the preeclampsia attribute has the T and F instance
categories. The preeclampsia attribute is the classification reference in this study.

Table. 3. Explanation of Pregnant Women's Medical Record Data

dlast; Information li?t;h Information
24 | Age 33 | Age
F  |Weight <45 Kg F  [Weight <45 Kg
F TD = 160/90mmHg F TD = 160/90mmHg
F Odema F Odema
? | Twin pregnancy ?  |Twin pregnancy
?  |History of hypertension ?  |History of hypertension
0  |Child order ?  |Child order
F  |Urine Protein T  [Urine Protein
F  |Preeclampsia T  [Preeclampsia

Table 3 is an explanation of two records from the Maternity Medical Record dataset, namely data 1 and 120 along
with a description of each value in the attribute and record based on the dataset. The st data contains age : 24,
weight <45kg : F, BP 160/90mmHg : F, Edema : F, Twin Pregnancy : ?, History of Hypertension : ?, How many
children : 0, Urine protein : F, Preeclampsia : F and the 120th data contains age : 33, weight <45kg : F, BP
160/90mmHg : F, Edema : F, Twin Pregnancy : ?, History of Hypertension : ?, Multiple children : 0, Urine protein : T,
Preeclampsia : T. For the use of T is yes, F is no, and ? is empty data.

4.3.  Preprocessing Result

At the preprocessing stage the data must prepare the data, namely by converting the medical record data of pregnant
women from Microsoft Excel (XLSX) to CSV (Comma-Separated Values) by saving as from the data set which is

still in xIsx format and converts it to csv. Samples of pregnant women's medical record data in CSV form can be seen
in Figure 2 below.
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Age, Weight <45 Kg, TD>=160/90 mmHg, Odema, Twin pregnancy, History
of hypertension, Child order, Urine Protein, Preeclampsia

25, FFRF?2,7,2,FF
23, FRFF 2,2, FF
28FFF 7?2, 7,2, FF
30, TRF? 7?3 FF
22, TFRF?2,72,2,FT

Figure. 2. Example of Medical Record Data in the form of CSV.

In Figure 2 above which displays medical record data in the form of CSV (Comma Separated Values) where this file
is only in the form of attribute names and data from the table is not in tabular form but only in the form of writing
attribute names and data separated by commas (,) and without space.

The explanation for the top part of Figure 2 which reads: AGE, BB, TD, edema, Twin Pregnancy, Hypertension,
Child Ke, Protein_Urine, Preeclampsia is the name of the table attribute. While at the bottom which reads: 24, F, F,
F, 7, 7,0, F, F and up to data 120 is the data content of each attribute. How to read using the first data 24, F, F, F, 7, ?,
0, F, F it reads age (24), weight (no), blood pressure (no), edema (no), twin pregnancy (?) , hypertension (?), child to
(0), protein_urine (no), preeclampsia (no).

After changing the format to csv, there needs to be more data formatting so that it can be processed in the WEKA
software. Changing the data format can be done using Notepad++ software from a csv file to an arff file by saving as.
Before changing the data format, there needs to be an additional script in the data file, firstly, @relation functions for
file naming, secondly @attribute functions to explain the attributes used and also the declaration of the attribute data
type used must match the data, for example numbers, the data type is numeric, third @data serves to declare the data
as a whole according to the attributes used. In Figure 3 is a script that is in arff format in the Notepad++ software
editor.

@Attribute Age

@Attribute Weight <45 Kg
@Attribute TD>=160/90 mmHg
@Attribute Odema

@Attribute Twin pregnancy
@Attribute History of hypertension
@Attribute Child order

@Attribute Urine Protein
@Attribute Preeclampsia

@Data

25 FFF 2?2 72,2, FF
23, FFFE?2,2,1L.FF
28,F,F F 2,FF

MW
m o
—
am
mom
\J_\)
NIEN
N
m
n

Figure. 3. Sample of Medical Record Data in the form of ARFF.
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In Figure 3, the medical record data is in the form of ARFF (Attribute-Relation File Format). In this arff form, there
are 3 parts, namely @relation, @attribute and @data which have been described above. In the first part in Figure 3,
namely (@relation data, this is a file called data. The second part of (@attribute numeric age to (@attribute
preeclampsia {T, F} is the name of each attribute and the data type used for each attribute is described. Figure 3 uses
2 types of data types, numeric data types and nominal specifications data types. Numeric data type is data in the form
of numbers such as @attribute AGE numeric, and @attribute child to numeric. The nominal specification data type
is a data type whose data is based on specific data such as {T, F} which must be enclosed in curly braces and commas
as data-specific separators without spaces. The implementation is like @attribute BB {T, F}, @attribute TD {T, F},
@attribute oedema {T, F}, @attribute Pregnancy twins {T, F}, @attribute hypertension {T, F}, @attribute
Protein_Urine {T, F}, and @attribute Preekalmsia {T, F} from this application the attribute has data specifications of
T and F only. The third part of @data is the data for each attribute that has been described in the @attribute section.
In writing, the separator uses a comma and no spaces. Applications such as: @data 24, F, F, F, ?,?,0, F, F to 33, F, F,
F, 2, 2,7, T, T the way to read the data is still the same as in the csv form which The difference is that there is a file
name, namely @relation and the use of data types for each attribute is described.

4.4. Data Classification

The researcher tested the data on the WEKA software in accordance with the research using the K-NN (K-Nearest
Neighbor) Algorithm. In this test, the TP (true positive), TN (true negative), FP (false positive), and FN (false
negative) values will be obtained. From this test, confusion matrix values will be sought including the values of
accuracy, sensitivity, and specificity resulting from testing using the K-NN (K-Nearest Neighbor) method.

How to test data on the WEKA Algorithm software, first enter the Classify tab because the K-NN (K-Nearest
Neighbor) Algorithm is a classification group. The next step is to enter the classifier, click the choose button, select
the lazy folder, enter in the folder there are 3 files, select IBk. Continue to test options, select cross-validation with
folds 10. Next, make sure the classification attribute is a preeclampsia attribute because this attribute is a
classification of this data, then start and the results will appear. So the test got the result, namely the value of the
confusion matrix based on the K-NN (K-Nearest Neighbor) Algorithm. The results of the test are in Figure 4 below.

=== Confusion Matrix ===

& b <== classified as
) 2 | a=1Y
0 109 | b=T

Figure. 4. Confusion Matrix results from WEKA software.

Figure 4.4 is the result of calculations from the Weka software using the K-NN (K-Nearest Neighbor) algorithm
method. These results produce a confusion matrix on the TP (true positive) value of 109 based on column b in the
second row, TN (true negative) of 9 based on column a in the first row, FP (false positive) of 0 based on column a in
the second row, and FN ( false negative) by 2 based on column b first row. To be clearer read in table 4.

Table. 4. The results of the confusion matrix K-NN method.

109 true positive | 2 false negative

0 false positive 9 true negative

Table 4 above is the result of the confusion matrix from the Weka software using the K-NN (K-Nearest Neighbor)
method. From table 4.3, the results of the confusion matrix include: TP (true positive) value of 109, TN (true
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negative) of 9, FP (false positive) of 0, and FN (false negative) of 2. And the next step is to perform performance
calculations such as looking for sensitivity, specificity, and accuracy values. Here is how it is calculated:

a. Sensitivity = T—:x 100%

_ 109
= ﬁx 100%

=98,19 %
b. Specificity =T—1\1,Vx 100%

=%x 100%
=100%

TP+TN
c. Accuracy =5y X 100%
109+9
= —— 0
11149 X 100%
118

=% 100% = 98,33 %

From the results of the confusion matrix calculation above, it can be concluded that the K-NN (K-Nearest Neighbor)
method has the following performance:

Table. 5. Performance results of the K-NN method.

Performance Value
Sensitivity 98,19 %
Specificity 100 %
Accuracy 98,33%

In table 5 regarding the performance results obtained using the K-NN (K-Nearest Neighbor) method, it can be
concluded as follows for the sensitivity value of 98.19%, the specificity value of 100%, and the accuracy value of
98.33%. These results were tested based on the medical records of pregnant women in the Purbalingga and
Banyumas areas.

4.5. Evaluation

The results of the study entitled Diagnosis of Preeclampsia in Pregnant Women Based on the K-Nearest Neighbor
Algorithm. In the research, what was done was processing the medical record data of pregnant women in the
Purbalingga and Banyumas areas with a lot of 120 data. For processing the medical record data of pregnant women
using 9 attributes, namely age, bb (weight), td (blood pressure), edema, twin pregnancy, hypertension, child to,
protein_urine, and preeclampsia. The attribute as a classification class is the last attribute, namely the preeclampsia
attribute because the attribute already has results related to preeclampsia based on the existing attributes in the
medical record data of pregnant women. Data processing uses data mining methods based on the KNN (K-Nearest
Neighbor) algorithm to find performance values from medical record data.

In searching for the performance value of medical record data, you must look for the values of accuracy, specificity,
and sensitivity based on the value of the confusion matrix whose calculations are carried out on the Weka software
with the KNN (K-Nearest Neighbor) algorithm. The confusion matrix value from the calculation of the Weka
software is the TP (true positive) value of 109, TN (true negative) of 9, FP (false positive) of 0, and FN (false
negative) of 2. Seeing from the evaluation stage that the medical record data Pregnant women in the Purbalingga and
Banyumas areas have data performance values, namely the accuracy value of 98.33%, specificity of 100%, sensitivity
of 98.19%. Based on the performance value and referring to the accuracy value in the medical record data, pregnant
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women in the Purbalingga and Banyumas areas can diagnose preeclampsia with the KNN (K-Nearest Neighbor)
algorithm.

5. Conclusion

It can be concluded that the performance value of the accuracy, specificity, and sensitivity values of 120 data and 9
attributes. The performance results from the calculation of medical record data that have been processed are
sensitivity of 98.19%, specificity of 100%, and accuracy of 98.33%. From these results it can be concluded that the
KNN (K-Nearest Neighbor) algorithm can be used to diagnose preeclampsia with an accuracy value of 98.33%.
Suggestions for further research are to add medical record data in order to get more accurate accuracy, and use
another algorithm as an accuracy comparison material.
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