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Abstract 

This research explores the impact of questionnaire structure on the accuracy of learning style classification, focusing on the optimization of the 
Felder-Silverman Learning Style Model (FSLSM) using advanced machine learning techniques. By employing Principal Component Analysis 
(PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE) for dimensionality reduction, the study identifies and retains the most 
informative variables from the original 44-question FSLSM instrument. These refined features are then processed through a Support Vector 
Machine (SVM) algorithm to evaluate classification performance across various core-to-secondary item ratios. Results indicate that the most 
optimal configuration—produced through the combined PCA-t-SNE reduction—achieved a peak accuracy of 89.54%, surpassing other 
configurations and highlighting the effectiveness of selective question modeling. This approach not only enhances prediction accuracy but also 
introduces a more efficient and streamlined FSLSM formula, reducing redundancy without compromising diagnostic precision. The study 
contributes to educational data mining by presenting a data-driven strategy for learning style assessment and offers practical implications for the 
development of adaptive, personalized learning systems grounded in statistically validated models. 
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1. Introduction  

In education, acknowledging the differences in student learning is crucial for creating inclusive and effective learning 

environments.  Each learner exhibits unique preferences and strategies for information acquisition, significantly 

influencing their academic achievement and overall learning experience.  Addressing and adjusting to different learning 

styles is essential for enhancing teaching tactics and significantly contributes to increasing student motivation, 

engagement, and achievement [1], [2]. 

The Felder-Silverman Learning Style Model (FSLSM) stands out as a robust framework for categorizing learning 

styles. Rooted in well-established psychological and cognitive theories, the FSLSM provides educators with a 

comprehensive tool to understand and respond to the varied learning preferences of students [2]. By categorizing 

students along dimensions such as active/reflective, sensing/intuitive, visual/verbal, and sequential/global, the FSLSM 

allows for the customization of teaching methods, instructional materials, and assessment strategies to better align with 

individual learning needs [3], [4]. This model is particularly valuable in diverse educational settings where tailoring 

education to meet the specific needs of each student can lead to significant improvements in learning outcomes [5]. 

The intersection of educational theory and technological innovation has opened new avenues for enhancing learning 

experiences [3]. One such advancement is the application of machine learning algorithms in educational research. 

Among these algorithms, Support Vector Machine (SVM) has emerged as a particularly powerful tool for data analysis 

and pattern recognition [6], [7], [8], [9], [10]. SVM's ability to effectively handle high-dimensional data and its 

robustness in classification tasks make it an ideal candidate for educational applications, where complex patterns and 

relationships often exist within the data [4]. By applying SVM to the Felder-Silverman Learning Style Model, 

researchers can achieve a more nuanced and precise understanding of student learning styles, offering insights that go 
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beyond traditional analytical methods. The main objective of this research is to bridge the gap between traditional 

pedagogical frameworks and modern data-driven methodologies by enhancing the identification of student learning 

styles through a systematic and computational approach. By integrating Principal Component Analysis (PCA) and t-

Distributed Stochastic Neighbor Embedding (t-SNE) into the processing of the Felder-Silverman Learning Style Model 

(FSLSM), this study introduces a refined method of dimensionality reduction that not only simplifies the dataset but 

also retains the most informative features. These techniques enable the extraction of core indicators from the original 

44-item questionnaire, thereby improving the interpretability and performance of the classification model without 

sacrificing depth or accuracy. 

The novelty of this research lies in the development of a new FSLSM formula that is both efficient and data-driven. 

While FSLSM has long been used to assess learning styles, it traditionally relies on a fixed, comprehensive set of 

questions. This study challenges that convention by proposing a reduced and optimized version of the questionnaire, 

informed by PCA and validated through clustering with t-SNE. This approach allows for the identification of essential 

question subsets that capture the highest variance and discriminative power, forming the basis for a leaner and more 

effective learning style assessment tool. 

In addition, the use of Support Vector Machine (SVM) as a classification engine complements this reduction strategy, 

leveraging the selected features to produce high-accuracy predictions of learning styles. The synergy between 

dimensionality reduction and machine learning introduces a practical innovation that supports the personalization of 

learning experiences in scalable digital environments. Through this integration, the study not only demonstrates the 

potential of combining classical educational models with machine learning but also lays the groundwork for next-

generation adaptive learning systems that are grounded in both theory and empirical performance. This research also 

draws upon several influential prior studies that have significantly contributed to the development of learning style 

classification models, particularly those employing the Felder-Silverman Learning Style Model (FSLSM) as a 

foundational framework. 

By focusing on the statistical relevance of each question and reducing redundancy, the proposed FSLSM-based model 

significantly contributes to the development of more agile, interpretable, and efficient instruments in educational 

technology. This research thus represents a meaningful advancement in the field, offering a new lens through which 

personalized learning can be delivered—smarter, faster, and with higher precision. 

2. Literature Review 

2.1.  Machine Learning Classification 

Through the use of machine learning, which is a subfield of artificial intelligence, computers are given the ability to 

recognize patterns in data and to make predictions or judgments without being explicitly taught. Classification is a 

basic problem within the domain of machine learning [8], [11], [12], [13]. Classification algorithms are intended to 

assign data points to established categories or labels according to their attributes. It is comparable to instructing a 

computer to distinguish among several categories of items by presenting it with examples. Classification fundamentally 

involves training an algorithm on a labeled dataset, allowing it to identify patterns and correlations within the data [14], 

[15]. Upon training, the algorithm can precisely categorize fresh, unobserved data into the correct classifications, 

making it an essential instrument across several domains, including finance, healthcare, and, in this instance, education. 

Numerous categorization methods exist, each with distinct strengths and uses [16], [17], [18], [19]. A notable method 

is SVM, which excels in linear and nonlinear classification problems. Support Vector Machine (SVM) operates by 

identifying the ideal hyperplane that most effectively distinguishes between several classes in a high-dimensional space 

[20], [21]. A prevalent technique is Decision Trees, which partition the data into subsets according to the input 

attributes, creating a tree-like structure of judgments. Random Forest, an ensemble learning technique, integrates 

several decision trees to improve accuracy and resilience. Furthermore, Logistic Regression is a simple but robust 

approach used for binary classification applications. These algorithms, among others, accommodate various data 

formats and issue complexity, enabling practitioners to choose the best appropriate one for their particular 

categorization assignment.  
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Although classification algorithms possess significant capabilities, they are not devoid of problems [22], [23], [24]. A 

prevalent difficulty is overfitting, when the algorithm excessively assimilates the training data, including its noise and 

outliers, resulting in worse performance on novel data. Regularization techniques and cross-validation approaches are 

used to alleviate overfitting. Another problem is selecting suitable features—the data qualities used by the algorithm 

for categorization. The selection of pertinent characteristics is essential; unnecessary or duplicated features might 

negatively impact the algorithm's efficacy. Feature engineering, the act of choosing or changing features, is crucial in 

tackling this difficulty [25], [26], [27]. Furthermore, the class imbalance problem, characterized by some classes having 

markedly fewer instances than others, need meticulous management to prevent biased predictions. Researchers 

persistently investigate novel strategies and algorithms to address these obstacles, propelling the advancement of 

categorization methods in machine learning.  

Several machine learning classification techniques have been investigated in the area of educational data mining in 

order to find trends and forecast results pertaining to student behavior and performance. Decision Trees and Random 

Forests are extensively used for their interpretability and capacity to manage intricate information, rendering them 

favored options among educational researchers. Logistic Regression is frequently utilized for its simplicity and efficacy 

in binary classification tasks, aimed at differentiating between two distinct outcomes. These algorithms provide 

significant insights into the interconnections within educational data and offer pragmatic strategies for forecasting 

student learning outcomes.  

This research primarily concentrates on the use of the SVM method, despite the extensive utility of these techniques. 

The choice to use SVM is predicated on its exceptional efficacy in managing high-dimensional data and its resilience 

in discerning intricate patterns inside educational datasets. Although algorithms such as Decision Trees and Random 

Forests provide some benefits, they were not used in this research owing to the study's special need for a technique 

adept at refining classifications in a high-dimensional environment. The capacity of SVM to establish a distinct margin 

of separation between classes in multidimensional contexts corresponds with the aims of this study, making it the 

optimal selection for the classification tasks involved.  

This research focuses on SVM to provide a comprehensive examination of its successful application in classifying 

student learning styles according to the Felder-Silverman Learning Style Model. The omission of other algorithms is 

not meant to diminish their efficacy, but to highlight the distinct advantages of SVM within the scope of this study. 

Future research may investigate the comparative efficacy of SVM relative to other algorithms such as Decision Trees 

or Random Forests in analogous educational contexts to better substantiate the findings and improve the 

generalizability of the results.  

2.2.  Felder-Silverman Learning Style Model 

Engineering educators Richard M. Felder and Linda K. Silverman created the Felder-Silverman Learning Style Model, 

which offers a framework for understanding people's preferred learning styles. It classifies learners across four 

dimensions, establishing a multidimensional framework for learning styles [4], [28], [29], [30]. The first component, 

active-reflective, distinguishes between active learners who participate in discussions and reflective learners who 

choose alone study. The second component, sensing-intuitive, differentiates learners who depend on tangible, practical 

knowledge (sensing) from those who emphasize abstract, conceptual reasoning (intuitive). The third dimension, visual-

verbal, distinguishes visual learners, who better understand information via visuals and diagrams, from verbal learners, 

who absorb ideas via written or spoken language. The fourth dimension, sequential-global, distinguishes sequential 

learners, who acquire knowledge in a linear, stepwise fashion, from global learners, who grasp overarching concepts 

and comprehend intricate ideas holistically. Figure 1 presents the depiction of the Felder-Silverman learning style 

model.  
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Figure 1. Felder-Silverman Framework 

Educators use the Felder-Silverman model to customize their instructional approaches to address varied learning styles 

in classrooms [3], [4], [31], [32]. By acknowledging that individuals possess varying preferences for information 

processing, educators may modify their teaching approaches to foster a more inclusive learning environment. Visual 

learners may benefit from diagrams and charts, but verbal learners could flourish with written explanations and debates. 

Furthermore, understanding students' learning preferences enables educators to create collaborative activities that 

facilitate meaningful participation for both active and reflective learners [33]. The paradigm advocates for a dynamic 

teaching style, recognizing that a uniform strategy is ineffective for all students.  

The Felder-Silverman Learning Style Model, despite its significant influence, has faced criticism. Certain academics 

contend that the concept of learning styles, as delineated by the model, lacks empirical validation and that learners' 

preferences may be contingent upon circumstance. Nonetheless, the model's sustained appeal underscores the persistent 

interest in comprehending learner variability. Modern viewpoints highlight the need of a complex and comprehensive 

approach to student preferences, recognizing that people may use different learning methods based on the context. 

Consequently, the model persists in its evolution, integrating new research discoveries and adjusting to the dynamic 

environment of educational theory and practice. 

3. Method 

The methodology of this study follows a structured, data-driven approach to identifying student learning styles through 

the integration of the Felder-Silverman Learning Style Model (FSLSM), dimensionality reduction techniques, and 

Support Vector Machine (SVM) classification. Figure 2 illustrates the revised research flow, detailing how each stage 

is interconnected, starting from data collection to model evaluation and formulation of a revised FSLSM-based learning 

style classification model. 

 

Figure 2.  Research Steps 
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3.1. Data Collection 

The research begins with the collection of student data that reflects individual learning preferences across the four 

dimensions defined by FSLSM: Active/Reflective, Sensing/Intuitive, Visual/Verbal, and Sequential/Global. The 

primary source of this data includes responses from the Index of Learning Styles (ILS) questionnaire, which consists 

of 44 items. Additionally, relevant demographic attributes such as age, gender, and academic program are recorded to 

provide contextual understanding and enable further analysis of subgroup patterns. 

3.2. Dataset Dimension Reduction Using PCA & t-SNE 

Following data collection, the next step involves reducing the dimensionality of the dataset using Principal Component 

Analysis (PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE) [13], [14], [34], [35]. PCA is applied first 

to identify the principal components that capture the most significant variance in the data [36], [37]. The process 

includes standardizing the dataset, computing the covariance matrix, and performing eigenvalue decomposition to 

extract eigenvectors and eigenvalues. The top principal components are selected based on a cumulative variance 

threshold (e.g., 90%) to ensure only the most influential features are retained. Subsequently, t-SNE is employed for 

visualization and clustering. This non-linear technique maps high-dimensional data into a 2D or 3D space to reveal 

inherent groupings among questionnaire responses [38], [39], [40]. The outcome of this step is used to distinguish core 

questions from secondary ones, aiding in the restructuring of the FSLSM questionnaire. 

3.3. SVM Model Development 
The core and secondary variables, determined through PCA and t-SNE, serve as inputs to the SVM model. SVM is 

selected for its robustness in handling high-dimensional data and its superior performance in classification tasks [11], 

[41], [42], [43]. The model is developed to classify students into their respective FSLSM categories using the reduced 

feature set. Kernel functions and hyperparameters are optimized to maximize classification accuracy during the training 

phase. 

3.4. Model Testing 

The dataset is divided into training and testing sets. In the training phase, the model learns from the labeled data, 

adjusting its parameters to form optimal hyperplanes that separate learning style categories. After training, the model 

is evaluated on unseen testing data to assess its generalization capabilities. This phase ensures the model is not 

overfitting and can accurately predict new student profiles. 

3.5. Model Evaluation 

The performance of the classification model is measured using multiple evaluation metrics, including: 

1) Accuracy: Proportion of correct predictions. 

2) Precision and Recall: Metrics evaluating the exactness and completeness of the classification. 

3) F1-Score: Harmonic mean of precision and recall, offering a balanced evaluation. 

These metrics provide comprehensive insight into the model's effectiveness across different FSLSM dimensions and 

question structures. 

3.6. Learning Style Classification Model Generation 

Based on the results of the evaluation, a refined learning style classification model is formulated. This model utilizes 

the optimal configuration of core and secondary questions—determined through multiple testing scenarios (e.g., 16:28, 

20:20)—to balance prediction accuracy and questionnaire efficiency. The best-performing configuration, as indicated 

in the results, informs the final structure. 

3.7. Revised FSLSM Questionnaire Formula 

As the final step, the insights gained from model testing and evaluation are used to propose a new, optimized FSLSM 

questionnaire format. This revised formula prioritizes the core questions identified as most influential in predicting 

learning styles while minimizing redundancy. The revised questionnaire is designed to be more efficient and student-

friendly without sacrificing classification accuracy. 
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4. Results and Discussion 

4.1.  Dataset 

This dataset contains extensive information on the students and their activities in two classes that were held from 

January 21, 2020, to May 20, 2020: "Computer Skills for Humanities Students" (CSHS) and "Computer Skills for 

Medical Students" (CSMS) [44].  The CSHS had a total of 1,749 participants, with 55% of them being female and 45% 

being male, and 1,139,810 activities. On the other hand, the CSMS had 564 participants, with 60% being female and 

40% being male, and 484,410 activities.  On average, the participants were 22.5 years old, however their ages varied 

anywhere from 18 to 35 years old.  There was a wide range of educational backgrounds, with seventy percent of 

students at CSHS coming from subjects related to the humanities while eighty percent come from medical backgrounds 

at CSMS.  The results from the Index of Learning Styles (ILS) questionnaire, which analyzes learners' preferences 

across FSLSM dimensions on a scale ranging from -11 to +11, are included into this dataset, which is examined within 

the framework of the FSLSM.  The incorporation of demographic information contributes to a better comprehension 

of the generalizability of the data as well as the manner in which various student groups interact with the e-learning 

environment.  There are examples of datasets provided in table 1. 

Table 1. Sample Dataset 

Q1 Q2 Q3 Q4 ... Q42 Q43 Q44 Class 

1 1 0 0 … 1 0 0 2 

1 1 1 1 … 1 0 1 2 

1 0 1 0 … 1 0 1 3 

1 1 1 1 … 1 1 1 0 

4.2.  Questionnaire Dimension Reduction 

In this study, the complete set of 44 questionnaire items from the Felder-Silverman Learning Style Model (FSLSM) 

was retained to maintain the comprehensiveness of learning style measurement. However, to enhance the effectiveness 

of classification and model performance, the items were strategically categorized into two types: core items and 

secondary items. Core items are those with the highest discriminatory power, meaning they contribute more 

significantly to distinguishing between learning styles within each FSLSM dimension. These items typically exhibit 

stronger statistical loading in dimensionality reduction techniques like PCA, indicating their critical role in capturing 

the variance most relevant to learning preferences. The categorization into core and secondary groups is not arbitrary—

it represents a crucial step in refining the input structure for profile matching. Core items serve as the primary indicators 

in assessing student profiles because they encapsulate essential behavioral and cognitive tendencies. In contrast, 

secondary items provide supporting context and add depth to the assessment but may introduce noise or redundancy if 

overemphasized in the model. By assigning higher weight to core items, the classification process becomes more 

focused, leading to a clearer, more reliable mapping between student responses and their identified learning styles. 

This distinction is particularly important in the context of profile matching, a method that involves comparing an 

individual's attribute scores against ideal profiles for classification or recommendation purposes. When applied to 

learning style identification, profile matching relies heavily on accurate and representative variables. By identifying 

which questions have the greatest influence, the model can match student responses to learning style profiles with 

greater precision. This results in more tailored and adaptive learning recommendations, as the system focuses on traits 

that are genuinely indicative of how a student prefers to learn, rather than diluting the assessment with weaker 

indicators. Ultimately, the separation into core and secondary items facilitates a more efficient and meaningful 

classification process. It ensures that the model is driven by the most relevant data, reduces computational overhead, 

and supports the development of a robust, personalized education system grounded in reliable profile-based predictions.  

4.2.1. Principal Component Analysis (PCA) 

PCA is a statistical method used to reduce the dimensionality of a dataset while retaining most of the variance in the 

data. It transforms the data into a set of linearly uncorrelated components called principal components. Here’s how 

PCA can be applied in this context: 
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1) Standardize the Data: Standardize the dataset so that each feature has a mean of zero and a standard deviation of 

one. 

2) Covariance Matrix Computation: Compute the covariance matrix to understand how the variables are correlated. 

3) Eigenvalue Decomposition: Perform eigenvalue decomposition on the covariance matrix to obtain eigenvalues 

and eigenvectors. The eigenvectors represent the principal components, and the eigenvalues indicate the variance 

explained by each principal component. 

4) Select Principal Components: Select the top principal components that explain the majority of the variance. This 

selection helps in identifying the core items from the questionnaire. 

4.2.2. T-Distributed Stochastic Neighbor Embedding (T-SNE) 

T-SNE is a non-linear dimensionality reduction technique used for visualizing high-dimensional data by embedding it 

into a lower-dimensional space. It is particularly useful for identifying patterns and clusters in the data. 

1) High-Dimensional Data Preparation: Prepare the high-dimensional data (responses to the 44-item questionnaire). 

2) t-SNE Computation: Apply t-SNE to reduce the dimensionality of the data to 2 or 3 dimensions. 

3) Cluster Analysis: Analyze the resulting clusters to identify distinct groups of questions. These clusters can help 

differentiate between core and secondary questions based on how questions group together in the reduced space. 

4.3. Detailed Formulas and Steps 

Standardization is used to ensure that each feature has a mean of zero and a standard deviation of one. This step is 

crucial for PCA as it is sensitive to the scales of the features. 

Z =
X − μ

σ
 

(1) 

Z is the standardized data, X is the original data, μ is the mean of the original data, σ is the standard deviation of the 

original data. 

The covariance matrix represents the covariance (linear relationship) between each pair of features in the data. 

C =
1

n − 1
∑(Xi − X)(Xi − X)T
n

i=1

 (2) 

C is the covariance matrix, n is the number of data points, 𝑋𝑖  is the i-th data points, 𝑋 is the mean of the data points. 

Eigenvalue decomposition is performed on the covariance matrix 𝐶 to find the principal components: 𝐶𝑣=𝜆𝑣, where 𝐶 

is the covariance matrix, 𝑣 are the eigenvectors (principal components), and 𝜆 are the eigenvalues. Select the top k 

eigenvectors corresponding to the largest eigenvalues. These eigenvectors form the principal components which 

explain the most variance in the data. Using PCA and t-SNE for variable determination allows for effective 

dimensionality reduction and clustering in the context of the FSLSM. PCA helps identify core questions by focusing 

on those that explain the most variance, while t-SNE aids in visualizing and distinguishing between different clusters 

of questions.  

This combined approach ensures a robust classification of questions, enhancing the accuracy of learning style 

predictions. The distinction between core and secondary variables is made based on their contribution to explaining 

the variance in the learning styles. Core questions are selected for their ability to capture essential aspects of each 

FSLSM dimension, reflecting key preferences that significantly influence learning styles. In contrast, secondary 

questions provide additional, less critical insights that support but do not fundamentally alter the classification. Core 

questions typically show higher loading in PCA, indicating their stronger role in differentiating between learning styles. 

Table 2 and table 3 are integral to differentiating between core and secondary questions in your learning style 

classification approach using PCA and t-SNE for dimensionality reduction. These tables categorize questions according 
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to the dimensions of the Felder-Silverman Learning Style Model (FSLSM), emphasizing their role in determining 

learning preferences. 

Table 2. Core Question Example 

No Active/Reflective (1st Dimension) 

1 
Do you feel more engaged when participating in interactive experiments (Active) or when taking time to quietly 

analyze information (Reflective)? 

2 
Do you retain knowledge better by doing a task collaboratively (Active) or by reviewing it independently at your 

own pace (Reflective)? 

 Sensing/Intuitive (2nd Dimension) 

1 
Do you prefer working with data and procedures rooted in real-world applications (Sensing) or theories and 

principles that explain concepts (Intuitive)? 

2 
When solving problems, do you look for clear, methodical solutions (Sensing) or explore unconventional approaches 

and connections (Intuitive)? 

Table 3. Secondary Question Example 

No Visual/Verbal (3rd Dimension) 

1 
Do you find it easier to remember information from infographics and mind maps (Visual) or from reading 

descriptions and listening to lectures (Verbal)? 

2 
Do you prefer revising materials using presentation slides and diagrams (Visual) or by summarizing them into text 

notes (Verbal)? 

 Sequential/Global (4th Dimension) 

1 
When studying, do you need to finish one topic before moving to the next (Sequential) or do you like exploring 

different parts of a subject in any order (Global)? 

2 
Do you prefer courses that build knowledge progressively (Sequential) or those that offer a comprehensive overview 

upfront (Global)? 

The classification of the 44 FSLSM questionnaire items into 16 core and 28 secondary questions was primarily guided 

by the results of Principal Component Analysis (PCA). PCA serves as a dimensionality reduction technique that 

identifies which variables (in this case, questions) contribute most significantly to the overall variance within the 

dataset. By analyzing the loading scores generated through PCA, it becomes evident which items are most informative 

in distinguishing learning style dimensions. These high-loading items were selected as core questions, as they represent 

the strongest indicators of variation in student learning preferences. The purpose of this division is not only to 

streamline the assessment process but also to improve model performance and interpretation. PCA enables the detection 

of redundancy among variables—questions with low variance or overlapping information tend to be grouped into the 

secondary category. These secondary questions, while still valuable for context, do not significantly shift the principal 

components and thus have a weaker influence on the classification model. 

To evaluate the impact of different proportions of core and secondary questions on the model's predictive capability, 

multiple configurations were tested: 16:28, 20:20, 8:12, and 16:20. Each distribution reflects a different level of 

emphasis on the most influential variables (as determined by PCA) versus supporting variables. This experimental 

design allows for a systematic assessment of how the density of key indicators (core items) within the questionnaire 

affects classification accuracy and generalization. In essence, the PCA-driven approach ensures that the questionnaire 

is not just shorter or leaner but data-informed, prioritizing variables that capture the essence of learning style 

distinctions. It provides a robust foundation for aligning the structure of the input data with the mathematical 

underpinnings of the classification model, leading to more precise profile matching and a clearer understanding of 

student variability in learning preferences. 
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4.4. Model and Experiment Evaluation 

The evaluation of the classification model in this study reveals a strong correlation between feature selection techniques 

and the resulting model accuracy. As shown in Table 4, four different iterations of feature extraction were tested, each 

employing a varying number of variables derived through PCA and t-SNE. These experiments were designed to assess 

how reducing the number of features from the original 44-item FSLSM questionnaire affects the precision of the 

learning style classification model. 

Table 4. Model Testing Scheme 

Feature Extraction Iteration Number of Features Accuracy (%) Comments 

Iteration 1 44 85.2 Initial set, no reduction 

Iteration 2 (PCA based) 30 83.5 Removed less important features 

Iteration 3 (t-SNE) 25 82.9 Further reduction, minor loss 

Iteration 4 (Combined) 20 89.54 Optimal trade-off of accuracy 

 

In Iteration 1, the full set of 44 features was used without any dimensionality reduction, resulting in an accuracy of 

85.2%. While this baseline performance was already relatively strong, the model faced challenges in terms of 

complexity and potential redundancy across variables. To address this, Iteration 2 implemented PCA to reduce the 

feature count to 30, which slightly lowered accuracy to 83.5%, indicating that although some important features may 

have been dropped, the model retained its general classification capability. Further reduction was explored in Iteration 

3, which applied t-SNE independently, reducing the features to 25. This led to a marginal decline in accuracy to 82.9%, 

suggesting that while t-SNE is effective for clustering and visualization, its isolated use for feature reduction might 

omit structurally significant variables. 

The most compelling result emerged in Iteration 4, where PCA and t-SNE were combined to produce a refined set of 

20 core features. This hybrid approach yielded the highest accuracy of 89.54%, demonstrating that a thoughtful 

combination of linear (PCA) and non-linear (t-SNE) dimensionality reduction methods can significantly enhance 

classification performance. This iteration achieves an optimal trade-off between reduced feature set size and increased 

predictive power. The performance trend is visually presented in figure 3 below, which illustrates the accuracy achieved 

in each iteration:  

 

Figure 3. Model Testing Result  
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These results affirm the importance of optimizing feature selection in predictive modeling, especially in educational 

contexts where questionnaires can be long and cognitively taxing for respondents. By narrowing the question set using 

PCA and t-SNE, the model becomes not only more accurate but also more efficient, paving the way for adaptive 

learning systems that are both personalized and scalable. The findings also suggest that future questionnaire designs 

for learning style assessments can benefit from a data-driven reduction of items, guided by variance contribution and 

clustering behavior, rather than relying on full-length instruments. This has important implications for the integration 

of profile matching techniques into intelligent tutoring systems, where responsiveness and precision are crucial for 

delivering tailored educational experiences. 

5. Discussion 

The findings of this study emphasize the critical role of dimensionality reduction techniques, particularly Principal 

Component Analysis (PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE), in optimizing learning style 

classification models. Rather than relying solely on the full 44-item FSLSM questionnaire, this research strategically 

reduced the number of features through data-driven methods, resulting in a significantly improved model accuracy—

reaching up to 89.54% with only 20 selected variables. This demonstrates that not all questionnaire items contribute 

equally to learning style prediction and that a well-calibrated reduction can enhance both model performance and 

interpretability. PCA was instrumental in identifying the most statistically informative questions by ranking them based 

on their contribution to total data variance. It enabled the extraction of core components that encapsulate the most 

relevant dimensions of student learning preferences. This approach ensured that redundancy and noise from weak or 

overlapping variables were minimized, simplifying the model without sacrificing predictive power. On the other hand, 

t-SNE provided a complementary benefit by revealing non-linear relationships and latent groupings within the dataset. 

This visual clustering guided the refinement of the questionnaire structure, further validating which questions held the 

most classification value. 

The synergy between PCA and t-SNE proved especially powerful when applied in Iteration 4, where the combination 

of both techniques yielded the highest classification accuracy. This result supports the hypothesis that dimensionality 

reduction is not merely a preprocessing step, but a strategic process that directly influences the learning model’s 

effectiveness. It shows that thoughtful variable selection—guided by variance contribution and data topology—is 

essential in educational data mining. From a broader perspective, this refined approach to variable selection introduces 

a new paradigm in educational assessments. It moves beyond static, uniform questionnaires toward adaptive 

instruments that prioritize meaningful questions identified through statistical reasoning. This has profound implications 

for the implementation of profile matching in personalized learning systems, where accurate modeling of individual 

preferences is critical. By reducing cognitive load on learners through fewer but more targeted questions, educators 

and LMS developers can improve user experience while maintaining high precision in instructional personalization. In 

conclusion, this study demonstrates that applying dimensionality reduction via PCA and t-SNE is not just a technical 

optimization—it is a pedagogical advancement. It bridges the gap between educational theory and algorithmic 

intelligence, supporting scalable personalization in digital learning environments. These findings advocate for 

continued exploration of hybrid feature selection strategies in future research, especially for building lightweight, 

accurate, and context-aware educational models. 

6. Conclusion 

The conclusions of this study highlight the critical influence of feature selection and dimensionality reduction in 

optimizing learning style classification. The integration of PCA and t-SNE proved to be a more impactful strategy. The 

highest model accuracy of 89.54% was achieved when only 20 key features were retained using a combined PCA-t-

SNE approach, surpassing results from full-question or balanced-ratio configurations. This finding underscores that 

beyond just balancing question types, identifying and retaining the most statistically relevant variables through 

dimensionality reduction is essential for constructing a more precise and efficient classification system. 

The importance of specific questionnaire items in determining student learning preferences underscores the 

significance of a personalized approach in education. By understanding individual learning preferences through 

specific questions, educators can enhance their teaching methods to align with these preferences. Furthermore, the 
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study reveals the immense potential of the SVM algorithm in tackling the complexity of educational data. Integrating 

the FSLSM with SVM demonstrates practical and theoretical possibilities for building a more adaptive and responsive 

educational system. Additionally, the application of PCA was crucial for effective dimensionality reduction. PCA 

helped identify core questions by focusing on those that explained the most variance, ensuring that the most significant 

aspects of the data were retained. This step was essential in simplifying the dataset without losing critical information, 

thereby enhancing the model's ability to make accurate predictions. The use of t-SNE further aided in visualizing and 

distinguishing between different clusters of questions, which contributed to a more robust classification system. 

Overall, this research paves the way towards a more personalized education, amalgamating traditional educational 

elements with cutting-edge technological solutions. These conclusions have profound implications, guiding the future 

direction of education, making it more relevant and effective for every individual. Considering these findings, education 

can become more meaningful and focused on the unique development of each student, creating a learning environment 

that maximizes their potential and success. 
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