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Abstract 

Graduating on time is crucial for academic success, impacting time, costs, and education quality. Hang Tuah University Pekanbaru (UHTP) is 
currently struggling to meet its goal of achieving a 75% on-time graduation rate. This study introduces an innovative approach using machine 
learning techniques, particularly ensemble learning with Stacking Machine Learning Optuna SMOTE (SMLOS), to address this issue. Our 
primary objective is to enhance data classification accuracy to predict student graduation timelines effectively. We employ algorithms such as 
K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Decision Tree (C4.5), Random Forest (RF), and Naive Bayes (NB). These were 
combined with meta-models, including Logistic Regression (LR), Adaboost, XGBoost, LR+Adaboost, and LR+XGBoost, to create a robust 
prediction model. To address class imbalance, we applied the Synthetic Minority Over-sampling Technique (SMOTE) and utilized Optuna for 
hyperparameter tuning. The findings reveal that SMLOS with the Adaboost meta-model achieved the highest accuracy of 95.50%, surpassing 
previous models' performances, which averaged around 85%. This contribution demonstrates the effectiveness of using SMOTE for class 
imbalance and Optuna for hyperparameter optimization. Integrating this model into UHTP's academic information system facilitates real-time 
monitoring and analysis of student data, offering a novel solution for promoting a Smart Campus through more accurate student performance 
predictions. This technique is not only beneficial for predicting student graduation but can also be applied to various machine learning tasks to 
improve data classification accuracy and stability. 

Keywords: Sparsity Graduation Prediction, Machine Learning, Meta Models, SMLOS, Stacking 

1. Introduction  

Education is a deliberate attempt to realize the passing down of culture from one generation to the next [1]. A college 

is a type of educational institution that offers higher education and might be an academy, polytechnic, institute, or 

university. Higher education can be divided into two categories based on the program or discipline it manages: 

professional higher education and academic higher education. Academic higher education promotes enhancing quality 

and broadening scientific insights [2]. The amount of semester credit units (SKS) required at Indonesian universities 

varies. Strata 1 typically requires 144 to 148 credits with a minimum grade point average (GPA) of 2.00, which can be 

finished in 3.5 to 7 years. Students who graduate in 3.5 to 4 years are considered to be on time [3]. 

UHTP faces a significant challenge in achieving a 75% on-time graduation rate. UHTP defines on-time graduation as 

completing the required credits within four years or fewer. Despite various efforts, the university has struggled to meet 

this target. Therefore, understanding and predicting student graduation patterns have become crucial for implementing 

effective strategies to improve on-time graduation rates. UHTP is constantly taking different steps to ensure that its 

students graduate on time. Before implementing the policy, a basic study of students who have graduated, whether on 

time or not, must be conducted. Student patterns can be found in their grades and GPA while attending UHTP each 

semester. In addition, the number of credits has a significant impact on graduation time. Data science, which employs 

a variety of machine learning methods, is required to facilitate the development of these patterns [4], [5]. Several other 

researches have predicted college graduation. Previous research used the Naïve Bayes algorithm to predict graduation 

based on variables such as marital status, GPA per semester, GPA, and graduation status, achieving an accuracy of 

85% [6]. Subsequent research used multiple machine learning algorithms to predict graduation, which was enhanced 
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with the ensemble method, namely boosting, resulting in greater accuracy [7]. Another study employed the ensemble 

method and bagging techniques to predict graduation and achieved an accuracy of 90.9% [8]. Furthermore, predictions 

made using various machine learning techniques demonstrate that the random forest algorithm has the highest accuracy 

of 77% [9].  

Several articles have discussed how using a single algorithm generates lesser accuracy than the ensemble learning 

method. Ensemble methods are machine learning algorithms that aggregate predictions from many models to increase 

overall prediction accuracy [10]. Ensemble approaches include boosting, voting, bagging, and stacking [11]. This study 

will employ stacking to combine multiple algorithms into a model that will predict graduating on time. The stacking 

technique uses a meta-learner model to aggregate prediction results from many machine-learning models [12]. Previous 

research suggests that stacking can boost accuracy. For example, in research that employs stacking for predictions, 

with the highest single algorithm reaching 90%, the accuracy increases to 91% after employing the stacking technique 

[13]. Another study used the stacking technique to detect diabetes mellitus and obtained an accuracy of 83% [14]. 

Another study employed stacking to assess credit scoring and oversampling to overcome imbalanced classes, achieving 

an accuracy of 83.21% [15]. 

This research used a stacking technique with five basic algorithms, namely KNN, SVM, C4.5, RF, and NB. The meta-

models used include LR, Adaboost, XGboost, LR+Adaboost, and LR+XGBoost. Apart from that, this research also 

uses the Synthetic Minority Over-sampling Technique (SMOTE) to overcome class imbalance [16], as well as 

hyperparameter tuning with Optuna to automate the search for the best parameters [17]. The combination of five 

algorithms using various meta-models, as well as performance enhancements with SMOTE and Optuna, is known as 

"SMLOS." It is intended that by conducting trials with a range of meta-models and other methodologies, we would be 

able to improve the performance of all models used. To ensure predictions of on-time graduation can be implemented 

effectively, this model will be integrated with the UHTP academic information system. This integration enables real-

time monitoring and analysis of student academic data, allowing for faster and more precise implementation of relevant 

policies and interventions. It is envisaged that this academic information system, which incorporates machine learning, 

would provide more accurate suggestions to students and campus management, allowing efforts to raise the number of 

graduates on time to be better improved. 

2. Research Methodology 

This research began by collecting a dataset from the UHTP academic information system, focusing on student data 

relevant to graduation timelines. The process involved several key steps in developing the SMLOS (Stacking Machine 

Learning Optuna SMOTE) model, as shown in figure 1. 

 

Figure 1. Development of SMLOS Model 
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2.1. Dataset 

The data used in this study was obtained from an academic information system. Every semester, students complete a 

Study Plan Card containing credits, and at the end of each semester, a Study Results Card is produced that includes a 

summary of the student's learning results. Figure 2 shows an example of credits taken by KHS (Study Results Card) 

students. 

 

Figure 2. The Card of Students’ Study Result 

The credits taken are then entered into a database, and the data in the database is then used as a dataset. Figure 3 is the 

database used as the dataset for this research. In this research, the data used includes students from the Class of 2016-

2019 who have already graduated, and it can be determined whether students graduated on time or not on time. The 

dataset consists of features such as student ID and academic performance, including grades from semesters 6 to 8. To 

prepare the data for analysis, the target variable, which indicates whether a student graduated on time, was encoded 

using a label encoder. This process involves converting categorical data into numerical values that can be used by 

machine learning algorithms. The target variable was encoded as 0 for not graduating on time and 1 for graduating on 

time. All features were encoded to ensure they were in a format suitable for model training and evaluation. By including 

these additional details, the research provides a clearer understanding of the data used and the preprocessing steps, such 

as label encoding, which are crucial for preparing the dataset for effective machine learning model development. 

 

Figure 3. The Database Display of Academic Information System 

2.2. SMOTE 

SMOTE (Synthetic Minority Over-sampling technique) is a data preparation approach that addresses class imbalance 

in datasets [18]. SMOTE generates new synthetic samples for minority classes by interpolating existing minority 

samples [19]. The primary purpose of SMOTE is to improve minority class representation in machine learning models, 

allowing for better training and more accurate predictions. This strategy reduces bias towards the majority class while 
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increasing the model's generalizability to the minority class [16]. In this study, the ratio of minority to majority class 

samples after oversampling was adjusted to 1:1, ensuring equal representation of both classes. This balanced ratio helps 

to demonstrate the extent of class balancing achieved and its impact on model performance. 

2.3. Modeling With Based Algorithm 

This study assessed all of the algorithms that were used as basis models to determine their performance. The results of 

the testing are shown in table 1. 

Table 1. The Algorithm Based Used 

No Algorithm SMOTE OPTUNA SMOTE+OPTUNA 

1 KNN √ √ √ 

2 SVM √ √ √ 

3 C4.5 √ √ √ 

4 RF √ √ √ 

5 NB √ √ √ 

Table 1 shows that all algorithms use various methods to improve accuracy, such as SMOTE, Optuna, or a combination 

of the two. 

2.4. Modeling With SMLOS 

After testing the based algorithm, the next step is to integrate all of the algorithms. In this study, the algorithms are 

combined using a stacking technique known as SMLOS (Stacking Machine Learning Optuna SMOTE). Stacking is a 

strategy that employs a meta-model augmented by a based algorithm. Several prior researches employed the Logistic 

Regression (LR) technique as a metamodel, whereas others used something else. Table 2 shows past research that used 

the stacking technique. 

Table 2. The previous research related to stacking 

Researcher Based Algorithm Meta Model Accuracy 

A. Ghasemieh et al. [12] LR, KNN, DT, RF, SVM, and XGBoost XGBoost 88.23% 

Ren, Junyu et al. [20] LightGBM, KNN, LR, SVM, and ANN LR 92.73% 

Gupta, Aditya et al. [21] DT, RF, SVM, and ANN LR 93.23% 

Mohapatra et al. [22] 
RF, NB, LR, DT, Adaboost, KNN, and 

Gradient Boosting 

Gradient 

Boosting 
94.67% 

Krishna et al. [13] CNN, LSTM LR 93.50% 

Santoso et al. [23] RF, NB, and SVM LR 87.05% 

Stacking is used because it leverages the strengths of multiple algorithms by combining their predictions through a 

meta-model, leading to improved predictive performance. The key advantage of stacking over other ensemble methods, 

such as bagging and boosting, is its ability to combine different types of base models, rather than just variations of the 

same model. This diversity in the models helps capture different aspects of the data, reducing overfitting and improving 

generalization. 

In contrast, our study focuses on using only the grades from semesters 6 to 8 as variables. This decision was based on 

the assumption that these semesters are critical in determining a student's likelihood of graduating on time. By 

concentrating on these specific variables, we aimed to simplify the model while maintaining high accuracy. The results 

of our study show that using grades from semesters 6 to 8 provides sufficient predictive power, achieving an accuracy 

of 95.50% with the SMLOS technique. This is a significant improvement over previous studies that used a broader 

range of variables. 
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This study draws on various papers and employs multiple meta models to achieve the best performance. This study 

differs from earlier studies in several significant ways. For starters, this study used a variety of meta-models to achieve 

the best results, whereas past studies have tended to utilize a single model. This study also examines the effectiveness 

of SMOTE, Optuna, and a combination of the two to improve model performance. Table 3 displays the method and 

meta-model employed in this study: 

Tabel 3. The Stacking Model Used 

Algorithm Metamodel 

SMLOS 

LR 

Adaboost 

XGBoost 

LR+Adaboost 

LR+XGBoost 

Another significant difference is that this study uses the Ensemble Boosting technique as a meta-model. The boosting 

algorithms employed in this study are Adaboost and XGBoost. These two algorithms are not only employed as a 

boosting strategy but also as a single meta-model in the stacking process. This differs from earlier studies, which often 

employed Logistic Regression as the primary meta-model. 

Thus, this research shows innovation in the use of various combinations of algorithms and optimization techniques to 

improve the accuracy and stability of models in text classification. This approach makes a significant contribution to 

improving the performance of the prediction model compared to the approach used in previous research. 

2.5. Optuna 

Optuna is an automatic and efficient parameter optimization tool that significantly aids in the hyperparameter tuning 

process in machine learning [17]. It allows users to specify a hyperparameter search space, which Optuna then explores 

automatically to identify the optimal set of hyperparameters that maximize or minimize a specified objective, such as 

model accuracy or prediction error [24]. In this study, Optuna was employed to optimize specific hyperparameters for 

several machine learning algorithms. For K-Nearest Neighbors (KNN), the number of neighbors was optimized within 

the range of 1 to 20, and the weight function was varied between uniform and distance. For the Support Vector Machine 

(SVM), hyperparameters such as C were tuned within the range of 0.1 to 100, with kernel options including linear, 

poly, rbf, and sigmoid, and gamma ranging from 0.001 to 1. The Decision Tree (C4.5) algorithm had its maximum 

depth optimized within a range of 1 to 50, and the minimum samples split ranged from 2 to 20. In the case of the 

Random Forest (RF) algorithm, the number of trees was optimized between 10 and 200, the maximum depth from 1 to 

50, and the minimum samples split from 2 to 20. For Naive Bayes (NB), no hyperparameters were optimized since it 

is a parameter-free algorithm. Listing these hyperparameters and their ranges provides a detailed insight into the tuning 

process, illustrating the comprehensive search performed to identify the optimal configurations for each algorithm, 

which is crucial for achieving improved model performance. 

2.6. Model Evaluation 

Model evaluation using a confusion matrix is a highly effective method for assessing the performance of classification 

models [25]. The confusion matrix provides detailed information about the correct and incorrect predictions made by 

the model, offering a more comprehensive view of the model's performance than relying solely on metrics like accuracy 

[26]. It is 𝑛 × 𝑛 matrix, where 𝑛 is the number of classes, illustrating the number of correct and incorrect predictions 

across different classes. For binary classification problems, the confusion matrix comprises four main components: 

True Positive (TP), which indicates the number of positive samples correctly predicted as positive; True Negative (TN), 

representing the number of negative samples correctly predicted as negative; False Positive (FP), which is the number 

of negative samples incorrectly predicted as positive (also known as Type I error); and False Negative (FN), which is 

the number of positive samples incorrectly predicted as negative (Type II error). Utilizing the confusion matrix allows 

for the calculation of various evaluation metrics, including accuracy, precision, recall, and F1 score, providing a 

nuanced understanding of model performance. This deeper insight is crucial for identifying areas where the model 
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performs well and where it may require improvement, ultimately leading to more robust and reliable classification 

outcomes.  

3. Result and Discussion 

The data obtained from academics was then analyzed to extract information. The total number of students in the 

Computer Science faculty class of 2017 is 810, with 593 students graduating on time and 217 students not graduating 

on time. The on-time graduation rate is still considered to fall short of the targeted goal of 75%, with the class of 2017 

achieving only 73%. Currently, UHTP is striving to improve this condition. UHTP has identified that student grades 

are a key indicator affecting on-time graduation. If this issue is left unaddressed, UHTP is concerned about the potential 

decline in the campus's reputation, which could reduce public trust in enrolling their high school graduates at UHTP. 

Figure 4 depicts the distribution of non-punctual and punctual pupils in a bar graph.  

 

Figure 4. The Real Label Graph 

Several previous studies used various criteria such as repeating courses, taking leave, and overall grade point average 

(GPA). However, the accuracy achieved using the decision tree algorithm was less than optimal, at 75.95% [27]. 

Another study used criteria such as gender, region of origin, university entrance pathway, type of tuition funding, 

school origin, and family finances to determine on-time graduation. This study used Bagging CART and achieved an 

accuracy of 85.71% [28]. These two studies show that using different sets of criteria can affect model performance. 

In contrast, our study focuses on using only the grades from semesters 6 to 8 as variables. This decision was based on 

the assumption that these semesters are critical in determining a student's likelihood of graduating on time. By 

concentrating on these specific variables, we aimed to simplify the model while maintaining high accuracy. The results 

of our study show that using grades from semesters 6 to 8 provides sufficient predictive power, achieving an accuracy 

of 95.50% with the SMLOS technique. This is a significant improvement over previous studies that used a broader 

range of variables. 

The advantage of focusing on semester grades lies in the reduction of data complexity and the avoidance of potential 

biases introduced by socio-economic and demographic variables. For example, while marital status and socio-economic 

factors can influence academic performance, they may not be as directly relevant to the prediction of on-time graduation 

as academic performance indicators like semester grades. By simplifying the model to include only the most relevant 

academic variables, our approach reduces noise and potential bias, leading to more accurate and reliable predictions. 

The imbalance in the dataset poses a significant challenge, as shown in figure 5. To address this, we employed the 

SMOTE to generate synthetic samples for the minority class, thereby balancing the dataset. This approach helps to 

improve the performance and generalizability of the machine learning models by ensuring that both classes are 

adequately represented during training. The initial imbalance ratio was significant, with 217 students not graduating 

on time compared to 593 students graduating on time. After applying SMOTE, the class distribution was balanced, 

resulting in equal representation of both classes in the training dataset. Providing specific numbers for the class 

distribution before and after applying SMOTE clarifies the extent of the imbalance problem and demonstrates the 

effectiveness of SMOTE in addressing this issue. 
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Figure 5. The Label Graph After Using SMOTE 

Following the data balancing phase, the classification process is carried out utilizing the stacking technique. Based on 

the algorithm (KNN, SVM, C4.5, RF, and NB) with Adaboost meta-model and Optuna/SMOTE. Table 4 shows a 

report classification using the Adaboost meta-model. 

Table 4.  The Stacking 

 Precision Recall F1-score Support 

On time 0.92 0.99 0.95 163 

Not on time 0.99 0.93 0.96 193 

Accuracy   0.96 356 

Macro avg 0.95 0.96 0.95 356 

Weight avg 0.96 0.96 0.96 356 

Classification reports provide a detailed study of model performance. This report contains measures such as precision, 

recall, and F1-score for each class, as well as total accuracy. In this situation, the model had an overall accuracy of 

96%. The 'On Time' class has a precision of 0.92, a recall of 0.99, and an F1-score of 0.95; the 'Not on Time' class has 

a precision of 0.99, a recall of 0.93, and an F1-score of 0.96. These metrics suggest that the model is quite good at 

predicting both classes, with high precision and recall. Figure 6 depicts the results of the confusion matrix. 

 

Figure 6. Confusion Matrix 

Confusion Matrix provides a visual representation of model performance in terms of actual versus predicted 

classifications. This matrix shows that of the 163 'On Time' instances, the model correctly predicted 161 and incorrectly 

classified 2 as 'Not on Time'. Of the 193 'Not on Time' instances, the model correctly predicted 179 and incorrectly 

classified 14 as 'On Time'. This results in a high number of true positives and true negatives, indicating the power of 

the model in classification. Next, figure 7 is the result of the Receiver Operating Characteristic (ROC). 
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Figure 7. ROC Graph 

The ROC curve and AUC of 0.98 indicate that the model performs well in distinguishing between the two classes. The 

ROC curve depicts the trade-off between the true positive rate (sensitivity) and the false positive rate (1-specificity) at 

various thresholds. An AUC near 1 suggests that the model is very good at distinguishing between positive and negative 

classes, which enhances the effectiveness of the classification model used in this study. 

The confusion matrix provides further insight into the model's performance, showing the number of true positives, true 

negatives, false positives, and false negatives. However, certain misclassifications require detailed interpretation. False 

positives (students predicted to graduate on time but do not) occur due to anomalies in students' grades in the last 

semesters or external factors affecting their performance. False negatives (students predicted not to graduate on time 

but do) are caused by unexpected improvements in students' academic efforts or support received during the final 

semesters. Addressing these misclassifications in future research could involve incorporating additional variables such 

as students' attendance records, engagement in extracurricular activities, or personal circumstances affecting their 

academic performance. Additionally, refining the model with more granular data or employing more sophisticated 

techniques to handle outliers and anomalies can improve predictive accuracy. 

Although the ROC curve is presented, the discussion does not delve into the trade-offs between different threshold 

settings. This is because the primary focus of this study is on developing and evaluating an effective predictive model 

using stacking and optimization techniques, rather than on detailed analysis of specific threshold settings. However, 

choosing an optimal threshold based on the ROC curve involves balancing sensitivity and specificity to match the 

application's priorities. If the goal is to maximize the identification of students at risk of not graduating on time (high 

sensitivity), a lower threshold is chosen, accepting a higher rate of false positives. Conversely, if the goal is to ensure 

that predictions of on-time graduation are highly reliable (high specificity), a higher threshold can be set, reducing false 

positives but increasing false negatives. Future research should include a detailed analysis of threshold selection to 

optimize the balance between these trade-offs according to the specific goals and priorities of the institution. 

After processing with the Adaboost meta-model, table 5 compares the accuracy with various meta-models to 

demonstrate how the techniques used improve overall model performance. 

Table 5. The Result of Stacking Comparison 

Algorithm Based Meta Model 
Without 

SMOTE 
SMOTE Optuna 

SMOTE+Optuna 

(SMLOS) 

KNN, SVM, C.45, RF, NB LR 95.06% 95.22% 95.06% 94.94% 

KNN, SVM, C.45, RF, NB XGBoost 95.06% 94.94% 95.06% 95.22% 

KNN, SVM, C.45, RF, NB Adaboost 95.06% 94.38% 94.23% 95.50% 

KNN, SVM, C.45, RF, NB LR+XGBoost 95.06% 94.94% 95.06% 95.22% 

KNN, SVM, C.45, RF, NB LR+Adaboost 95.06% 94.94% 95.22% 95.22% 

Table 5 compares the outcomes of various combinations of fundamental algorithms (KNN, SVM, C.45, RF, and NB) 

and meta models (LR, XGBoost, Adaboost, LR+XGBoost, LR+Adaboost) utilizing different data processing methods, 
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such as without SMOTE, SMOTE, Optuna, and SMOTE+Optuna combo (SMLOS). Overall, the results reveal that the 

Adaboost meta model with the SMOTE+Optuna (SMLOS) combination achieves the highest accuracy of 95.50%. This 

was followed by the combos LR+Adaboost and LR+XGBoost, both of which obtained 95.22% accuracy using the 

SMLOS method. 

Using SMOTE alone does not result in a significant improvement in several combinations, such as LR, XGBoost, and 

LR+XGBoost, where accuracy remains consistent or slightly declines as compared to not using SMOTE. Using Optuna 

yielded different outcomes, with some combinations experiencing enhanced accuracy and others not. The combination 

sans SMOTE and Optuna achieves a reasonably consistent accuracy of 95.06% across all meta-models, indicating that 

the core algorithm is quite strong. However, the introduction of SMLOS leads to a significant improvement in certain 

meta-models, particularly Adaboost, indicating that this combination of approaches can produce more optimal results. 

The effectiveness of SMOTE is particularly evident in the improvement of minority class predictions. Before applying 

SMOTE, the model struggled to accurately predict the minority class, leading to a high rate of false negatives. After 

applying SMOTE, the number of correct predictions for the minority class increased significantly, reducing the rate of 

false negatives and improving the overall balance of the model's predictions. This demonstrates the direct benefits of 

SMOTE in enhancing the model's ability to correctly identify instances from the minority class, which is critical in the 

context of this study. 

This discussion shows that the choice of meta-model and data processing method has a significant impact on the model's 

final performance. The combination of SMLOS with the Adaboost meta-model was shown to produce the best 

outcomes in the circumstances investigated in this study. The research also tested the based algorithm. Table 6 displays 

the performance of the based algorithm. 

Table 6. The Performance Result of Algorithm Based 

Algorithm Without SMOTE SMOTE OPTUNA SMOTE + OPTUNA 

KNN 95.06% 95.48% 95.06% 95.22% 

SVM 81.06% 69.66% 95.47% 95.22% 

C45 93.82% 93.53% 87.85% 95.22% 

RF 95.06% 93.82% 95.06% 94.38% 

NB 76.13% 70.78% 76.13% 70.78% 

Table 6 shows the performance results of various basic algorithms (KNN, SVM, C45, RF, NB) with four different 

approaches: without SMOTE, with SMOTE, with Optuna, and a combination of SMOTE+Optuna. In the KNN 

algorithm, the performance results show a small increase when using SMOTE (95.48%) and the combination of 

SMOTE+Optuna (95.22%), but remain consistent without significant changes with or without Optuna. The SVM 

algorithm experienced a significant increase in performance with the application of Optuna (95.47%) and the 

SMOTE+Optuna combination (95.22%), showing the effectiveness of hyperparameter optimization in improving SVM 

performance.  

For the C45 algorithm, the SMOTE+Optuna combination improves performance significantly (95.22%), while using 

simply Optuna results in a modest performance loss (87.85%). The RF method remained consistent with or without 

Optuna, but there was a minor performance reduction when utilizing SMOTE and the SMOTE+Optuna combination. 

Finally, the MNB algorithm shows suboptimal results with the use of SMOTE, either alone or in combination with 

Optuna, with the best performance without SMOTE or Optuna (76.13%). 

When compared to the stacking results in table 4, where the combination of algorithms employs multiple meta-models 

such as Logistic Regression, XGBoost, and Adaboost, the stacking performance is more consistent and produces higher 

results. For example, the Adaboost meta-model combined with SMLOS receives the highest performance with an 

accuracy of 95.50%, whereas the XGBoost meta-model achieves 95.22%. This demonstrates that the stacking method, 

which combines many basic algorithms, can produce better and more consistent results than utilizing a single basic 

algorithm optimized using SMOTE and Optuna.  
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Overall, this study demonstrates that the utilization of stacking approaches, particularly with proper meta-models, can 

produce better outcomes than individually optimized fundamental algorithms. The combination of SMOTE and Optuna 

improves the performance of several fundamental algorithms, but the stacking method provides a more comprehensive 

approach to enhancing model accuracy and stability in text data classification. Then this study compares to past research 

and is superior. Table 7 presents a comparison to past research. 

Table 7. The Comparison with Previous Research 

No Researcher Based Algorithm Meta Model Accuracy 

1 A. Ghasemieh et al. [12] LR, KNN, DT, RF, SVM, and XGBoost XGBoost 88.23% 

2 Ren, Junyu et al. [20] LightGBM, KNN, LR, SVM, and ANN LR 92.73% 

3 Gupta, Aditya et al. [21] DT, RF, SVM, and ANN LR 93.23% 

4 Mohapatra et al. [22] 
RF, NB, LR, DT, Adaboost, KNN, and Gradient 

Boosting 

Gradient 

Boosting 
94.67% 

5 Santoso et al. [23] RF, NB, and SVM LR 87.05% 

6 Almohimeed [29] RF, DT, SVM, LR, KNN, and NB RF 92.08% 

7 Zhao et al. [30] 
KNN, LR, SVM, DT, RF, ET, GNB, Adaboost, 

GBDT, XGBoost, LightGBM, and CatBoost 
LR 87.00% 

8 Samreen [31] 
NB, KNN, LR, DT, SVM, GB, Adaboost, and 

RF 
RF 94.40% 

9 Muslim et al. [32] KNN, SVM, and RF XGBoost 91.43% 

10 Kumar [33] LR, SVM, RF, and DT XGBoost 83.45% 

11 This Research (SMLOS) KNN, SVM, C4.5, RF, and NB Adaboost 95.50% 

Table 7 compares the findings of this study to prior studies that used various fundamental algorithms and metamodels 

for data classification. This study attained a maximum accuracy of 95.50% by combining fundamental KNN, SVM, 

C4.5, RF, and NB algorithms, as well as the Adaboost meta-model in the SMLOS method. This demonstrates that the 

method utilized in this study outperformed earlier research, which had an accuracy range of 83.45% to 94.67%. This 

study provides a substantial contribution to enhancing data classification accuracy by combining the SMLOS technique 

with the Adaboost metamodel. 

The final stage in this research is to run tests on the best model in Streamlit. Streamlit is an open-source library for 

developing interactive web apps quickly and effortlessly. The Streamlit application demonstrated offers two key 

capabilities for forecasting on-time graduation for students: human input and Excel file-based input. Users can 

manually add student data into the manual input field using many input fields, such as Semester 6 IP, 7th Semester IP, 

8th Semester IP, total 6th Semester SKS, 7th Semester SKS, 8th Semester SKS, thesis status, and thesis grades. After 

entering all of the data, the user can click the "Graduation Prediction (Manual)" button to get a prediction of whether 

the student will graduate on time or not.  In figure 8 the prediction results will be displayed below the button with text 

such as "Students graduated on time" and "Students graduated not on time". 
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Figure 8. Manual Prediction with Streamlit 

The Excel file-based input feature allows users to upload Excel files containing student data for bulk predictions. Users 

can upload Excel files by dragging and dropping them into specific places or by clicking the "Browse files" button and 

selecting files from their PC. Once the file is submitted, the data will be presented in a table beneath the upload area. 

This table has columns such as 6th Semester IP, 7th Semester IP, 8th Semester IP, total 6th Semester SKS, 7th Semester 

SKS, 8th Semester SKS, undergraduate-thesis status, undergraduate-thesis grades, and a graduation prediction column 

that will be displayed with projected results, such as "On Time" or "Not on Time".  After the data is processed, the user 

can press the "Download Prediction Results" button to download the prediction results in the form of an Excel file as 

seen in figure 9. 

 

Figure 9. Automatic Prediction with Streamlit 

With these features, the Streamlit application provides flexibility for users to make graduation predictions either 

individually via manual input or en masse via Excel file uploads. 
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4. Conclusion 

This study succeeded in inventing the SMLOS technique, which combines various basic algorithms with the Adaboost 

metamodel to increase data classification accuracy by up to 95.50%. These findings demonstrate that using SMOTE to 

solve class imbalance and Optuna for hyperparameter adjustment improves classification model performance 

significantly. The integration of this machine learning model into the UHTP academic information system allows for 

real-time monitoring and analysis of student academic data, resulting in more accurate recommendations to students 

and campus management to promote Smart Campus [34]. This technique is not only useful for forecasting student 

graduation but it can also be used in a variety of other machine learning applications to improve the accuracy and 

stability of data categorization models.  

Future research should look into combining other machine learning algorithms and implementing more complex 

ensemble learning methods to overcome challenges in more complex data analysis. For instance, exploring the use of 

neural network-based models such as Convolutional Neural Networks (CNNs) or Recurrent Neural Networks (RNNs) 

could provide deeper insights into time-series or spatial data. Additionally, investigating advanced ensemble methods 

like Gradient Boosting Machines (GBM) or LightGBM could further enhance model performance. Furthermore, 

integrating these advanced models with UHTP’s academic information system could support more nuanced decision-

making processes, including personalized student interventions and predictive maintenance for educational resources. 
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