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Abstract

This study aims to find correlation assessment of Automatic Short Answer Grading (ASAG) by comparing three methods of
Cosine Similarity, Jaccard Similarity and Dice Coefficient by providing one reference answer. From the results of computing
using Python programming language and data processing using spreadsheets, it was obtained that the Dice Coefficient method
had the highest correlation average value of 0.76, followed by Cosine Similarity with an average correlation value of 0.76, and
the lowest correlation average value was the Jaccard method with a value of 0.69. The contribution to this study is the use of
three methods in one data, whereas the previous research only used 1 method for 1 data or 2 methods for 1 data. So, the value in
this study resulted in a more complete comparison and accuracy of data.
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1. Introduction
During the COVID-19 pandemic as it is today, the Indonesian government is taking several policies, one of which is
on limiting social interaction. This policy has a significant impact on the world of education. The world of education
changed the learning that was originally done on campus but now the learning is done at home so that the learning
activities are done online. This encourages educational institutions in Indonesia to start developing e-learning systems
in learning activities. E-Learning is one of the learning methods where the learning process, teaching process and
even the assessment process are conducted electronically through the internet. By applying e-learning assessment of
learning results is done automatically by using automatic grading system. This system has advantages such as being
able to score answers quickly and objectively. The assessment model consists of three kinds of multiple choice, right
wrong and essay (description) [2]. In college institutions, most lecturers give questions in the form of descriptions.
Answers in the form of descriptions are not as easy as answering questions in the form of multiple choice and correct
answers are wrong. The answer to the description requires further natural language processing. The answer
description is a form of question where the choice of answer is not provided so the student must answer with a
sentence. The description answer is the right method to assess the results of the learning activity, because the answer
to the description will involve the student's ability to remember and express the ideas they have. The problem in the
assessment of the description is about subjectivity, the assessment between one lecturer and another lecturer may be
different. Another problem is the possibility of lecturers having errors in assessment such as the answers of the same
students but have different scores.
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The description assessment system consists of two kinds, namely Automatic Essay Grading (AEG) for essay type and
Automatic Short Answer Grading (ASAG) for short answer type. The basic concept of Automatic Essay Grading and
Automatic Short Answer Grading is to score on the similarity between student answers and lecturer answers, while
the difference between the two lies in the length of the answer. The answer length in Automatic Short Answer
Grading ranges from two words to one paragraph [2]. Other researchers limited the number of answers to twenty
words so that the results can be more relevant to provide a better correlation [ 4][5]. The research method often used
to score the answers to the description is String-Based Similarity. String-Based Similarity is divided into two
characters based and term based. String-Based Similarity is a way to score by calculating the similarity of the
character, while term-based calculates similarities based on the terms. ASAG research has been done a lot before, but
most datasets used are questions and answers in English form.

The purpose of this study was to provide a score against the similarity of short answers in the type of short answer
that uses Indonesian by comparing cosine similarity, Jaccard Similarity and Dice's Coefficient methods.

2. Literature Review

2.1. Text Mining
According to Firdaus [7] text mining is the process of analyzing text to extract useful information for a specific
purpose. Text mining is a branch of data mining science. The difference between the two is in the form of data. Data
mining has a structured form of data, on the contrary text mining has an unstructured form of data [8]. Research on
text mining has been conducted ranging from word matching [9], document compaction [10], plagiarism detection
[11], sentiment analysis [12] and automated assessment of essay answers [13][14]. Research on automated
assessment using natural language processing techniques was first conducted by page [15]. Then other researchers
started to develop it a lot.

2.2. Preprocessing Techniques on Automatic Short Answer Grading (ASAG)
Automatic Short Answer Grading System is an assessment system that is done automatically in the brief by
comparing between student answers and lecturer answers. In Table 1. There are five categories of ASAG
preprocessing techniques [2].

Table. 1. Automatic Short Answer Grading pre-processing technique
Processing Techniques in Languages

Lexical Spelling Correction, Stop word removal
Morphologica
l

Lemmatization, Stemming

Semantic Anaphora resolution, Named entity tagging, Sense
expansion

Surface Case folding, Number removal, Punctuation removal

Syntactic
Chunking, Parsing, POS Tagging, Sentence
Segmentation, Syntactic Template, Tokenization,
Word Segmentation

The above categories are presented for four languages namely Chinese, English, Spanish and German. For
Indonesian we collected ASAG preprocessing techniques namely Case folding, Tokenization, stop words removal
(filtering), and stemming.
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2.3. Term-based Similarity Measures Cosine Similarity, Jaccard Similarity and Dice Coefficient

According to Hall and Dowling [16] string-based similarity measurements, it is divided into fourteen algorithms. The
fourteen algorithms are seven of them character-based and the other seven term-based. Table 2. Is a similarity
measurement based on String.

Table. 2. Measurement of similarity by String

String Based Algoritma
Character Based LCS

Damerau_ Levenshtein
Jaro
Jaro Winkler
Needleman-Wunsch
Smith-Waterman
N-Gram

Term Based Block Distance
Cosine Similarity
Jaccard Similarity
Dice’s Coefficient
Euclidean Distance
Matching Coefficient
Overlap Coefficient

For this study focused with three term-based algorithms namely cosine similarity, Jaccard similarity and dice's
coefficient.

2.4. Cosine Coefficient Method
Cosine Similarity method is a method used to calculate the similarity between two objects. In general, the calculation
of this method is based on vector space similarity measure. This cosine similarity method calculates the similarity
between two objects (e.g., D1 and D2) expressed in two vectors using keywords from a document as a size.

2.5. Jaccard Coefficient
Jaccard Coefficient is one of the methods used to calculate similarity between two objects(items). As with cosine
distance and matching coefficient, in general the calculation of this method is based on vector space similarity
measure.

2.6. Dice's Coefficient
Dice's coefficient is a method for comparing the similarities of two different text samples. Dice coefficient is a semi
metric version of Jaccard coefficient. This method maintains accuracy on diverse datasets and gives less weight to
datasets containing unrelated features [19].

3. Research Method

This study used the Cosine Similarity, Jaccard Similarity and Dice's Coefficient methods. The programming language
used is Python 3.8 to calculate similarity scores and Microsoft Office Excel to calculate correlation and MAE values.
Figure 1. The following are the steps taken in conducting research.
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Fig. 1. Research methods and steps

3.1. Collecting data
In this study, the data used were questions and answers in the E-business course quiz at Amikom Purwokerto
University which was limited to questions containing definition answers. In this study took four questions answered
by thirty-one students each question. Here is an example of questions and answers that can be seen in table 3.

Table 3. Examples of questions and answers

problem question Teacher's answer Student answers

1 What is E-business? business activities conducted
electronically using the
internet

business activities
conducted electronically or
by using the internet

2 What do you know
about the B2C sales
model?

sales between businesses and
consumers directly

The process of buying and
selling directly

3 What is E-commerce? Buying and selling activities
of goods or services
conducted through the
internet

Buying and selling activities
conducted through the
internet

4 What do you know
about B2B?

sales made by the company to
other companies, not
consumers

inter-company sales

3.2. Pre-processing data
Raw data usually has meaningless parts for text mining, such as stop word. For the data to be processed, the data
needs to go through the stage of pre-processing data. Preprocessing data is the process to prepare raw data before the
next process is done [20]. The steps in the data processing in this study are:

1. Case folding: case folding is used to convert the entire text to lowercase [21]. This is done to make searching
easier, because text documents are not always consistent in the use of letters.
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2. Tokenization is the process of dividing text derived from a sentence or paragraph into specific sections [22].
For example, the answer "Direct trade process" generates five tokens namely "Process", "Sell", "Buy", "in",
"direct". The separator between tokens is spaces and punctuation.

3. Stop words removal (filtering): In this step will be omitted words that appear frequently but do not contain
the meaning [23]. Prefaces and conjunctions are also included in stop words removal.

4. Stemming: The process of converting a word form into a base word [24]

3.3. Cosine Similarity, Jaccard Similarity and Dice Coefficient
The methods used to measure sentence similarity are Word Overlap methods, such as Cosine Similarity, Jaccard
Similarity and Dice's Coefficient. This method only counts words that are similar in sentences. The formula of these
three methods is shown in table 4.

Table. 4. Formula of Cosine Similarity, Jaccard Similarity and Dice Coefficient algorithms

Similarity method formula
Cosine   Similarity

 |𝐴∩𝐵 |
𝐴 . 𝐵

Jaccard   Similarity  | 𝐴 ∩𝐵| 
𝐴| |+ 𝐵| |− 𝐴∩𝐵| |  

Dice’s Coefficient
2 |𝐴∩𝐵|
𝐴| |+ 𝐵| |  

3.4. Correlation and MAE
To measure the correlation between teacher answers and student answers, the study used Pearson Correlation on
equations (1)

= ..............(1)𝑟
𝑥𝑦

∑𝑥.𝑦

(
𝑥
∑2)(

𝑦
∑2)

In this case:

= Correlation coefficient between variables x and y𝑟
𝑥𝑦

X = Deviation from mean value of variable x

Y = Deviation from mean value variable y

= Number of multiplications between x and y values∑ 𝑥. 𝑦

= Square of the value x𝑥2

= Square of y-value𝑦2

This study also used MAE (Mean Absolute Error) with the intention to represent the average absolute error between
the forecasting result and the actual value [25]. The MAE formula can be seen in the equation (2).

Wahyuningsih et al / JADS Vol. 2 No. 2 2021



Journal of Applied Data Sciences
Vol. 2, No. 2, May 2021, pp. 46-54

ISSN 2723-6471
50

MAE = ..............(2)
∑[𝑥−𝑦]

𝑛

In this case:

MAE = Mean Absolute Error

X = The value of the forecasting result

Y = Actual value

N = Amount of data

The category of success in the automatic scoring system based on the correlation value there are three categories
namely Excellent, good and bad. The correlation category is very good the value is r> 0.75, the good category the
correlation value is r  = 0.40 - 0.75 while the bad category if the correlation value is  r  <0.4 [26].

4. Discussion

The basic techniques in text mining are tokenization, case folding, stop words removal (filtering) and stemming. In
this study removed all punctuation marks and symbols. The teacher and student's answers are input into the token and
only take one unique token and then turn it into a vector. After that, change all forms of writing into all lowercase,
then stop word removal (filtering) by referring to the research done by Tala [27]. The next stage is stemming by
breaking up phrases using the Sastrawi library (https://github.com/sastrawi/sastrawi) based on the Nazief-Adriani
Algorithm. In table 5. Describes an example of a preprocessing technique.

Table. 5. Examples of preprocessing techniques

Answer Business activities conducted electronically using the internet
Case folding business activities conducted electronically using the internet

Tokenisasi "Activity", "business", "that", "done", "by", "electronically", "with", "using",
"internet"

Stopwords
removal

Business activities are carried out electronic internet

Stemming Enterprising internet business salable electronics

After going through the Pre-processing phase of the data then the next stage measures the similarity of answers using
the Cosine Similarity, Jaccard Similarity and Dice's Coefficient methods. In this study, the evaluation metric used was
Pearson correlation test. Correlation tests are used to measure the degree of closeness between the value produced by
the system and the value provided by the teacher. The assessment is manually done by two teachers, the goal is for
the assessment to be done more objectively. The grades given by teachers to students' answers have a range of grades
from 0 to 4. Furthermore, the correlation values generated by each method are compared to know the best
performance in the assessment of the similarity of the answers. In addition to using Pearson correlation, the study
also used Mean Absolute Error (MAE) to measure the error rate between teacher answers and system answers.

Here is an example of calculating the similarity of students' answers to the teacher's answers for the three methods.

A : Enterprising internet business salable electronics

B : Enterprising internet electronic business
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A ∩𝐵 = 4

𝑆𝑖𝑚
𝐶𝑜𝑠𝑖𝑛𝑒  

= 4

5. 4
= 0, 89443

𝑆𝑖𝑚
𝐽𝑎𝑐𝑐𝑎𝑟𝑑

=  4
5 = 0, 80000

𝑠𝑖𝑚
𝐷𝑖𝑐𝑒

=  2 𝑥 4
5+4 = 0, 88889

The results of the test conducted on four questions with one question each consisted of thirty-one student answers
using Cosine Coefficient shown in table 6.

Table. 6. Result of Cosine Coefficient Algorithm

Student
Answers

Answer
number 1

Answer
number 2

Answer
number 3

Answer
number 4

1 1,00000 0,44721 0,92582 0,70711
2 0,89443 0,67082 1,00000 0,00000
3 0,60000 0,22361 0,61721 1,00000
4 0,47434 1,00000 0,84515 1,00000
5 0,89443 0,91287 0,84515 1,00000
... ... ... ... ...
31 0,44721 0,54772 0,85714 0,57735
r 0,76163 0,76296 0,74140 0,74329

MAE 0,66162 0,56689 0,55102 0,52994

In table 4 above shows that the highest correlation in cosine similarity method is in answer number 2 with percentage
of 0.76296 and lowest in answer number 3 with correlation of 0.74140. As for the highest MAE value shown in
answer number 1 and lowest is in answer number 4. The average correlation using the Cosine Similarity method is
0.73804 and the average MAE is 0.57737. Test results with Jaccard Similarity method are shown in table 7.

Table. 7. Result of Jaccard Similarity Algorithm

Student
Answers

Answer
number 1

Answer
number 2

Answer
number 3

Answer
number 4

1 1,00000 0,40000 0,85714 0,33333
2 0,80000 0,60000 1,00000 0,00000
3 0,60000 0,20000 0,57143 1,00000
4 0,42857 1,00000 0,71429 1,00000
5 0,80000 0,71429 0,71429 1,00000
... ... ... ... ...
31 0,42857 0,42857 0,85714 0,28571
r 0,70451 0,65021 0,75863 0,67483

MAE 0,78816 0,79954 0,66244 0,73925

In table 5 shows that in this method the highest correlation is found in answer number 3 and the lowest correlation is
in answer number 2, while the lowest MAE is shown in answer number 3 and the highest MAE is in answer number
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2. The average correlation value for this method is 0.69705 and the mae average value is 0.74735. For test results
with Dice Coefficient method shown in table 8.

Table. 8. Result of Dice Coefficient Algorithm

Student
Answers

Problem
1

Problem
2

Proble
m 3

Proble
m 4

1 1,00000 0,44444 0,92308 0,66667
2 0,88889 0,66667 1,00000 0,00000
3 0,66667 0,22222 0,66667 1,00000
4 0,50000 1,00000 0,83333 1,00000
5 0,88889 0,90909 0,83333 1,00000
... ... ... ... ...
31 0,50000 0,54545 0,85714 0,57143
r 0,75036 0,76010 0,70448 0,74205

MAE 0,65589 0,57677 0,62200 0,53535

In table 6 shows that in dice's coefficient method has the same correlation value as cosine similarity method which is
the highest correlation value found in answer number 2 and lowest in answer three with correlation value of 0.76010
and lowest of 0.70448. For the highest MAE value is in answer number 1 and lowest is in answer number 4. The
average correlation value for this method is 0.73925 and the mae average value is 0.59750. For more details the
correlation and MAE results comparison for the three methods is illustrated through the bar graph shown in figure 2.

Fig. 2. Comparison of correlation and MAE results

Figure 2 shows that the highest correlation value is found in Dice's Coefficient method with an average value of
0.73925 and the lowest correlation is found in Jaccard similarity method of 0.69705. For the highest MAE is found in
Jaccard similarity method of 0.74735 and the lowest is found in cosine similarity method of 0.57737
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5. Conclusion

After testing using the Cosine Similarity method, Jaccard Similarity and Dice's Coefficient can be concluded that the
highest correlation value is found in Dice's Coefficient method but has a greater MAE when compared to the Cosine
Similarity method. The three methods have a correlation between r = 0.40 - 0.75 so that the three methods are said to
have a good success rate [26].
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