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Abstract 

Diabetes mellitus, characterized by chronic hyperglycemia, presents significant challenges due to its associated complications and increasing 
morbidity rates. This study examines a range of machine learning algorithms such as Naïve Bayes, Decision Tree, Logistic Regression, Random 
Forest, Neural Network, Support Vector Machine, LogitBoost, and Voting classifier to develop accurate predictive models for diabetes. The data 
used in this research is drawn from a comprehensive dataset available on mendeley.com, sourced from the laboratory of Medical City Hospital 
in Iraq. The focus of the study is on feature selection and evaluation metrics to effectively gauge model performance. Eight classification 
techniques are employed and compared, including Decision Trees (DT), Random Forests (RF), and LogitBoost. The study's findings highlight 
DT and RF as the top-performing algorithms, demonstrating comparable predictive abilities, with LogitBoost also showing promising results. 
Conversely, Support Vector Machine (SVM) shows reduced performance due to its sensitivity to outliers. These insights enable healthcare 
practitioners to adopt appropriate machine learning methods to improve diabetes prediction, thus enabling timely interventions and enhancing 
patient outcomes. 
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1. Introduction  

Diabetes mellitus is a chronic disease characterized by hyperglycemia. It may cause many complications. According 

to the growing morbidity in recent years, in 2040, the world’s diabetic patients will reach 642 million, which means 

that one of the ten adults in the future is suffering from diabetes. There is no doubt that this alarming figure needs great 

attention. With the rapid development of machine learning, machine learning has been applied to many aspects of 

medical health [1]. 

Diagnostic and prognostic activities are performed using predictive models in a range of medical disciplines. These 

models are based on "experience," which is data gathered from real-life situations. The information can be preprocessed 

and expressed as a collection of rules, as in knowledge-based expert systems, or used as training data for statistical and 

machine learning models. The purpose of this project is to build a model that will predict whether the patient has 

diabetes or not depending on some basic features. the dataset is normally collected from lab results.  In this study, 

supervised learning is used to classify Diabetes at an early stage. The findings from this study will enable a better 

understanding of the classification and regression methods. The findings should also help lay the improvement of the 

health and awareness.  

Diabetes is a group of infections that cause high blood sugar levels. Diabetes is a condition in which the level of glucose 

in the blood rises. The glucose in our blood comes from the foods we eat on a regular basis. Glucose lingers in our 

blood if we don't have enough insulin. In the human body, glucose levels can occasionally be higher than usual, but 

not high enough to be classified as diabetes. However, high glucose levels in human blood can create serious issues. 

High blood glucose levels can harm the eyes, kidneys, nerves, and cause heart disease, stroke and oral health. Diabetes 
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is also known as gestational diabetes by pregnant women. this research project is presenting the how the Diabetes is 

affecting the people and its complication [2]. 

The aim of this project is to build a model that will predict whether the patient has diabetes or not depending on some 

basic features.  The research objectives focus on how could machine learning techniques help in detecting Diabetes, 

and how can early diagnoses help the patients.  

Diabetes mellitus, also known as diabetes, refers to a chronic and metabolic health condition that influences the body's 

ability to convert food into energy resulting in high blood sugar [3]. When a patient has diabetes, their body does not 

generate enough insulin hormones to transport the sugar from the blood system into the cells, or the insulin generated 

is not properly used. Insulin regulates the sugar levels in the blood [2]. Therefore, the cells stop taking the sugar from 

the bloodstream leading to sugar saturation in the blood, which may cause serious health challenges such as kidney 

disease, heart disease, or vision impairment. The symptoms of diabetes were first 1552 B.C by an Egyptian physician 

Hesy-Ra who documented strange symptoms such as frequent urination and emaciation in patients [4]. Elevated blood 

sugar levels are a frequent consequence of uncontrolled diabetes, progressively causing significant damage to various 

bodily systems, particularly the blood vessels and nerves [5]. 

Globally, there has been a substantial rise in the prevalence of diabetes.  According to the World Health Organization 

(WHO), it was estimated that in 2014, over 422 million individuals were affected by various types of diabetes, a stark 

increase from 108 million reported in 1980, with most cases concentrated in middle-income and low-income countries 

[6]. With records as of 2021 estimated to be more than 537 million adults between 20 and 80 years, while projections 

for the future are about 643 million by 2030 [7]. Saudi Arabia ranked the second in the Middle East, an estimated 4.27 

million people live with diabetes, while almost 2 million people are believed to be living with the disease but not been 

properly diagnosed. There are several types of diabetes including type 1 diabetes, type 2 diabetes, prediabetes, and 

gestational diabetes [8]. Diabetes is diagnosed after blood screening, which allows medical personnel to detect the 

amount of sugar in blood.  

There are three major types of diabetes, Type 1, Type 2, and gestational diabetes. Type 1 has no major cause and can 

affect anyone, and previously assumed to affect children only. In Type 1 diabetes, inadequate insulin production 

necessitates patients to administer insulin into their bodies on a daily basis. Symptoms may start taking place suddenly 

in a human being and they include constant hunger, fatigue and unexplained weight loss, thirst and constant urination 

[9]. On the other hand, Type 2 diabetes occurs when the body is unable to effectively use all the insulin that has been 

produced by the pancreas. It mainly occurs when there is limited body exercise and increased body weight. Since it is 

very hard to detect the onset of Type 2 disease, it is discovered in patients after a long period and complications 

associated with it affecting the person. Gestational diabetes, as the name suggests, affects when pregnant, and recover 

once they deliver. Complications associated with gestational pregnancy include problems while pregnant and while 

delivering, and the probability of the children developing Type 2 diabetes [7].  Diagnosis takes place through the 

prenatal screening. 

Diabetes causes several complications to the human body such as hyperglycemia toxicity where the bloodstream is 

saturated with sugar, heart disease, dental decay and gum disease, kidney failure, and other infections that may lead to 

death. While diabetes has no cure, early diagnosis is important as the patient opportunity to prevent or delay the 

progression of diabetes. Machine learning (ML) and artificial intelligence (AI) play a significant role in the 

management of diabetes by enabling the patients to make effective decisions on diet and the level of physical activity 

required. Early diagnosis is important since anyone can develop diabetes, and with the symptoms being hard to detect, 

it affirms the need for regular check-up. It involves taking a small sample of blood and testing it to know the level of 

glucose in the blood. Since Type 1 diabetes cannot be prevented, measures to prevent it can be undertaken, which will 

prevent the possibility of developing Type 2 [6].  For instance, maintaining a healthy weight based on the body mass 

index as well as taking a balanced diet and regularly exercising may have a positive impact on the body. The probability 

of reducing gestational diabetes can also take place by taking healthy meals and maintain moderate weight before 

pregnancy. Personal responsibility and lifestyle changes will have a direct effect on the ability of a patient to live with 

diabetes, as long as they are able to follow the medical guidelines. 
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Complications associated with diabetes stem from the amount of blood sugar in the blood. High sugar levels have a 

possibility of damaging internal and external organs in a human body, justifying the need for prevention of the negative 

side effects of diabetes. Chronic complications are the negative side effects that develop over time and include eyesight 

issues, foot problems, and cardiovascular related problems like heart attack [10]. People with diabetes may have poor 

eyesight or serious foot problems that result in amputation. Patients may have sexual problems, with men failing to get 

aroused and women losing sexual sensation and getting regular urinary tract infection. Acute complications often result 

in chronic complications and depend on sugar level if it is high or low. The complications arise from the unstable high 

sugar levels in the blood over time, which damages the blood vessels. 

2. Related Work 

There are some of the previous research studies that illustrated the predictions and classifications models for the 

diabetics and the complications that accrue mostly with the diabetic patients. 

Tan et al. [11] proposed genetic algorithm-stacking ensemble learning model for predicting accurately diabetes risk. 

The dataset gathered from Qingdao CDC, which contained 8787 desensitization data. To examine the correlation of 

the attributes in the dataset, a feature correlation heatmap was used which demonstrated the importance of extracting a 

representative attribute subset. The genetic algorithm (GA) based on decision tree was used for feature selection to 

improve the accuracy of the model.  The authors applied six machine learning algorithms: genetic algorithms. decision 

tree, support vector machine, K-nearest neighbor, logistic regression Conventional neural network and Naive Bayes. 

The authors added GA-stacking to each algorithm and compare the results. The comparison includes these six 

algorithms before and after adding GA through measuring accuracy, precision, F1-score, sensitivity, specificity, and 

average prediction time.  The results demonstrated that using stacking and two primary learners CNN and SVM 

providing great generalization capabilities of the model. Despite the effectiveness of GA-stacking, the model got 

limitations in unbalanced data and datasets with small attribute sets.  

Pima Indian diabetes dataset of female was used by Kaur and Kumari [12].  To detect risk factors of diabetes, five 

classification models were applied using R tool. Dataset was about female patients, which collected national institute 

of diabetes and digestive and kidney diseases. It contained 768 instances with binary classes and eight risk factors. The 

authors applied outliers, feature selection and predicting missing values using k-nearest neighbor imputation.  Boruta 

Wrapper algorithm was used for feature selection which yielded four important attributes.  The implemented algorithms 

were k-nearest neighbor, neural network, linear kernel and radial basis function, support vector machine, and 

multifactor dimensionality reduction. The results demonstrated that linear kernel support vector machine and k-nearest 

neighbor were 0.90 and 0.92 respectively.  Thus, these two models were best methods for predicting diabetic patients. 

Krishnamoorthi et al. [13] used same dataset to introduce framework for predicting diabetes disease.  The developed 

framework was based on machine learning methods.  In this dataset, the inconsistent data was removed as well as 

handling missing values. The authors applied four classification techniques SVM, LR, RF, and KNN. Hyper-parameter 

tuning was implemented.  To select the best hyper-parameter grid search algorithm was used.  The results showed that 

both BMI and glucose had strongly correlation with diabetes. In logistics regression, the percentage of the ROC value 

was 86%, which was better result compared with the other methods. 

Another experiment used Pima Indian diabetes dataset done by Saxena et. al. [14].  This study applied ensemble, 

stacked ensemble and classical machine learning models. The authors applied feature selection method, which was 

categorized into three distinct types. Firstly, the filter method employed tests like T-test and chi-square to evaluate the 

significance of data based on its inherent properties, disregarding dependencies with other features. Secondly, the 

wrapper method utilized supervised learning algorithms for feature selection. Thirdly, the embedded method employed 

to search for optimal features. The feature selection showed that four important features which were age, glucose, 

diabetes ped function and BMI. The authors compared nine algorithms including decision tree, logistic regression, 

support vector machine, Adaboost classifier, K-nearest neighbor, Linear discriminant analysis, random forest classifier, 

Gradient boosting classifier and extra tree classifier. A voting ensemble method was applied with the tuned nine 

machine learning models.  The stacked ensemble as a super-learner was applied with two layers: individual models 

with tuned parameters and single GradientBoost model. The comparison showed that stacked ensemble model provided 

best accuracy. 
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Zou et. al. [1] used in their study a dataset collected from the hospital in Luzhou, China. This dataset has 14 attributes 

and contained 69082 healthy people data and 151598 diabetic data. The study also used Pima Indians diabetics dataset 

which contained 786 diabetics with 8 attributes and reduced to 392 after removing the missing data. They applied three 

classification models Random frost, decision tree, and neural network to compare between Luzhou and Pima Indians 

datasets. Principal component analysis (PCA) and minimum redundancy maximum relevance (mRMR) was used in 

this study as feature selection methods to reduce the dimensionality. The random forests provided better result 

compared with the other classifiers. In the Luzhou dataset was 0.8084, and the Pima Indians was 0.7721.  Fasting blood 

glucose in Luzhou dataset and blood glucose tolerance in Pima Indians dataset were used as indicators for prediction 

based on the three classifiers. The result demonstrated that the fasting glucose feature was significant for predict but 

depending on this feature do not provide accurate prediction. Moreover, the results showed that using mRMR provided 

better results compared with PCA, in addition to using all features had better performance in Luzhou dataset. 

Dagliati et al. [15] conducted project using machine learning as a branch Artificial Intelligence to predict diabetic 

patients and its Complications. This project involved 943 patients of type 2 diabetes mellitus, collected from ICSM 

hospital in Italy. The dataset contained missing values like lipid-related data, therefore the authors applied random 

forest approach (missForest) and two statistical methods to handle missing data.  The missForest had outperformed 

imputation compared with mean and median statistical methods.  After Pre-processing the data, the RF, LR, SVMs and 

NB algorithms were used on both none-balanced dataset and new balanced dataset using oversampling.  The models 

built based on three microvascular and three temporal thresholds. The LR classifier provided better results with 

accuracy 0.838, thus it was suitable for predicting the diabetes. 

On the other hand, Shin et al. [16] proposed a study based on machine learning to predict diabetes ranging from 2 to 9 

years using dataset from Korea. This dataset collected from tertiary hospital in Seoul, and it classified into 1518 diabetic 

patients and 36,861 nondiabetic patients. The median and modes were used to handle missing values. The authors 

applied machine learning algorithms via threshold including decision tree, logistic regression, random forest, Cox 

regression, eXtreme gradient boosting, XGBoost survival embedding and Cox regression. The XGBoost survival 

embedding algorithm provided better performance model for predicting diabetics and the authors intended to use it in 

real clinical cases. 

A study done by Rajput and Khedgikar [17] used the dataset that was used in this research study. The authors used five 

machine learning algorithms to predict diabetic patients. The dataset was from was the laboratory of Medical City 

Hospital in Iraqi.  It included 844 diabetic patients, 103 non-diabetic patients and 53 (pre-diabetic patients).  The authors 

applied correlation analysis and feature selection using ANOVA to find features that had impact on determining 

diabetes.  An ANOVA F-test was conducted since the dataset comprises two categorical variables: the diabetes class 

and gender. The age, HbA1c, VLDL, and BMI Attributes exhibited p-values lower than the alpha value, prompting 

rejection of the null hypothesis. These four attributes had a substantial impact on determining the diabetes class, thus, 

they were utilized for model training. The implemented machine learning algorithms were naive bayes, decision trees, 

multinomial logistic regression, stochastic gradient boosting and Random Forest. The results showed that decision tree 

and stochastic gradient boosting provided better results. Moreover, they found that the risk for diabetes was high 

because of the increasing of BMI and age. 

3. Research Methodology 

This section discusses the appropriate machine learning algorithms for the diabetes dataset to build accurate model for 

prediction. It reviews feature selection and the evaluation metrics that were applied to the dataset. 

3.1. Machine Learning Algorithms for Classification 

3.1.1. Naïve Bayes 

It is a probabilistic machine learning algorithm utilized for data classification. It employs Bayes' theorem to determine 

the likelihood of an instance belonging to different classes. The algorithm assumes that the features used for 

classification are independent, simplifying the calculation of the probability that an instance belongs to a particular 

class. To classify data, we train the algorithm using a labeled dataset, enabling it to learn the probabilities of each 
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feature given each class. When presented with a new instance, the algorithm calculates the probability of it belonging 

to each class based on these learned probabilities [18], [13]. 

3.1.2. Decision Tree 

decision tree is a type of machine learning algorithm that divides data into smaller groups based on the values of input 

features. They are commonly used for tasks involving classification and regression. The algorithm learns the structure 

of the tree and criteria for dividing the data during training and can subsequently predict the target variable for new 

instances by navigating through the tree using their input features [19], [12]. 

3.1.3. Logistic Regression (RL) 

It is a machine learning algorithm used to predict the probability of an instance belonging to a particular class based 

on its input features. By fitting a logistic function to the training data, the algorithm converts the input features into a 

probability score ranging from 0 to 1. To use logistic regression for classification, we train the model using labeled 

data and employ maximum likelihood estimation to learn the parameters of the logistic function. When given a new 

instance, the algorithm calculates the probability of it belonging to the positive class using the learned logistic function 

and selects the class with the highest probability [14]. 

3.1.4. Random Forest 

Random Forest is used to enhance the accuracy and reliability of predictions by combining multiple decision trees. 

Each tree is constructed using a random subset of features and training instances. The final prediction is made by 

consolidating the predictions from all the trees [15]. 

3.1.5. Neural Network 

Neural Network is a type of machine learning algorithm that consist of interconnected neurons arranged in layers. 

These networks process input data and make predictions about the output. During training, the network adjusts its 

weights and biases to minimize a loss function, which measures the difference between its predicted and true labels. 

Once trained, the network can be used to predict the target variable for new instances [19], [1]. 

3.1.6. Support Vector Machine (SVM) 

It is another popular supervised learning algorithm used for classification and regression tasks. SVMs aim to find the 

best hyperplane in the feature space by maximizing the margin between the closest points from each class. This is 

achieved by solving a quadratic optimization problem that involves minimizing a cost function while considering 

certain constraints [16]. 

3.1.7. LogitBoost 

It is a type of ensemble learning methods that combines boosting and logistic regression techniques to create accurate 

predictive models with improved performance compared to standalone logistic regression models. The purpose of using 

EL methods is to obtain a more accurate classification of training data and better generalization on unseen data [20], 

Boosting is a machine learning technique that sequentially trains weak classifiers and combines their predictions to 

create a strong classifier. Logistic regression, on the other hand, is a statistical model used to predict binary outcomes.  

The final prediction of LogitBoost is obtained by combining all weak classifiers' predictions using weighted majority 

voting. The weights assigned to each weak classifier depend on its performance during training.  LogitBoost has several 

advantages over traditional logistic regression models. It can handle complex interactions between features and 

automatically select relevant features for classification. It also reduces bias and variance by iteratively adjusting weights 

and focusing on misclassified samples [21]. 

3.1.8. Voting Classifier 

It is another type of ensemble learning that is used to classify data into different categories based on voting or consensus. 

These algorithms are commonly used in various applications such as sentiment analysis, spam filtering, and 

recommendation systems. Vote classification algorithms provide effective solutions for categorizing data into different 

classes based on voting or consensus among neighboring instances. These algorithms have proven to be versatile and 

widely applicable in various domains where accurate classification is required [21]. Hard and soft voting are two 
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methods of voting. Hard voting implements one vote for each stand-alone classifier and then the class label that is 

selected represents the majority, that has more than half votes. Soft voting uses the average class label probabilities as 

a voting score, and the final class label has average probability from each classifier or the highest voting score [22]. 

3.2. Feature Selection 

Feature selection, as a component of dimensional reduction, aims to eliminate redundant features and identify an 

optimal subset from the dataset to build highly accurate models [23]. In this research, two methods were employed: 

CfsSubsetEval and WrapperSubsetEval. The CfsSubsetEval, also known as Correlation-based feature selection (CFS), 

selects features highly correlated with the class but uncorrelated with each other [24]. In the CFS method, Genetic 

Search is one of the search techniques utilized, implementing a search based on genetic algorithms [23]. 

WrapperSubsetEval, on the other hand, employs an induction algorithm as an evaluation function for identifying a 

good feature subset, with accuracy estimation techniques measuring the accuracy of induced classifiers [25], [26]. This 

method employs a wrapper-based selection approach using a genetic algorithm as a search technique to optimize the 

number of combined attributes that best describe the dataset [27]. 

3.3. Evaluation Metrics 

Evaluation metrics are employed to measure the accuracy of classification models, determining the extent to which the 

model effectively predicts the correct outcome.  Accuracy measurement is calculated as the ratio of correctly classified 

instances to the total number of instances [28], [29].  Confusion matrix is a table that summarizes the performance of 

a classification model by showing the counts of true positive, true negative, false positive, and false negative predictions 

as shown in table 1. It helps in calculating various evaluation metrics such as Precision, Recall, and F1-score [30]. 

Table 1. Confusion matrix 

 Positive Negative 

Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

Precision measures how many predicted positive instances are actually positive. It calculates the ratio of true positives 

to the sum of true positives and false positives. Precision focuses on minimizing false positives. 

Precision =
TP  

(TP +  FP) 
    (1) 

Recall, also known as sensitivity or true positive rate, measures how many actual positive instances are correctly 

predicted as positive. It calculates the ratio of true positives to the sum of true positives and false negatives. Recall 

focuses on minimizing false negatives. 

Recall =
TP  

(TP +  FN) 
 (2) 

F1 measure or F1-score is a metric that combines precision and recall into a single score. It provides a balance between 

these two metrics and is particularly useful when dealing with imbalanced datasets. F1 measure balances precision and 

recall, precision minimizes false positives, and recall minimizes false negatives. These metrics collectively help in 

assessing and improving machine learning models' effectiveness in various applications [31]. 

F1 −  score =
2 ∗ (Recall ∗ Precision) 

(Recall +  Precision) 
 (3) 

Accuracy measurement is a metric used to evaluate the performance of a classification model. It measures the 

proportion of correctly classified instances out of the total number of instances. Accuracy is calculated by dividing the 

number of correct predictions by the total number of predictions made [ 29]. The accuracy of the model is determined 

by the formula below.  
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Accuracy =
(TP +  TN) 

(TP + TN +  FP +  FN) 
 (4) 

Specificity is a statistical measure that quantifies the ability of a classification model to correctly identify negative 

instances. In other words, specificity measures the proportion of actual negative instances that are correctly identified 

as negative by the model [28]. A high specificity value indicates that the model has a low rate of false positives, 

meaning it accurately identifies negative instances. On the other hand, a low specificity value suggests that the model 

incorrectly classifies some negative instances as positive.  Specificity is calculated as the ratio of true negative (TN) 

instances to the sum of true negative and false positive (FP) instances: 

Specificity = TN / (TN + FP) (5) 

It is important to note that specificity is complementary to sensitivity (also known as recall or true positive rate). While 

specificity focuses on correctly identifying negatives, sensitivity measures the ability of a model to correctly identify 

positives [30], [31]. 

The Matthews correlation coefficient (MCC) is a measure that used to evaluate the quality of for binary and multiclass 

classification. The MCC is widely used in machine learning and bioinformatics to assess classification models, 

particularly when dealing with imbalanced datasets or when there is a significant difference in class sizes [29]. The 

MCC ranges from -1 to +1, where +1 indicates a perfect prediction, 0 indicates a random prediction, and -1 indicates 

a completely incorrect prediction [30]. The equation for calculating MCC is as follows: 

MCC =
(TP ∗  TN) − (FP ∗  FN) 

Sqrt((TP + FP)(TP + FN)(TN +  FP)(TN + FN)) 
 (6) 

4. Dataset and Analysis 

4.1. Diabetic Dataset 

The diabetic dataset used in this research study was available in mendeley.com. It was gathered from the laboratory of 

Medical City Hospital in Iraqi (the Specializes Center for Endocrinology and Diabetes-Al-Kindy Teaching Hospital). 

[32]. The data were extracted from patients' files and stored in database. The data included medical information and 

laboratory analysis. The datasets included age, gender and 9 laboratory attributes as shown in table 2. The dataset of 

1000 patients are classified into diabetics (y), non-diabetics (N), and pre-diabetics (P). 

Table 2. Dataset attributes 

No. Attribute Description 

1 Gender Male /female 

2 AGE 20 - 79 

3 Urea Blood Urea level 

4 Cr Creatinine ratio 

5 HbA1c Hemoglobin A1C 

6 Chol Cholesterol 

7 TG Triglycerides 

8 HDL High-density lipoprotein 

9 LDL Low-density lipoprotein 

10 VLDL Very-low-density lipoprotein 

11 BMI Body Mass Index 

12 CLASS Diabetic, Non-diabetic, or Predict-diabetic 
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4.2. Data Pre-Processing 

The quality of the medical data is affected by missing values, outliers, and other factors. Therefore, data pre-processing 

is used to focus on these factors before applying the machine learning algorithms. Two steps were used to preprocess 

the data:  

4.2.1. Missing Data 

Refers to the data values that are not stored for a variable or some variables in the dataset [33]. Missing medical data 

causes significant problem in the data analysis process [34]. We examined the dataset to determine the presence of 

missing data and considered the possibility of using imputation techniques via the ReplaceMissingValues filter in Weka 

to substitute any missing values with statistically derived estimates, such as the mean or median. However, upon 

inspection, we discovered that the dataset did not contain any missing data. 

4.2.2. Outlier 

Represents anomalous patterns in data that are not in the normal behavior rang. Detecting these anomalous patterns or 

error outliers helps in handling them to provide accurate prediction model especially for machine learning algorithms. 

If it is an error outlier then simply remove this entry from the dataset [35], [36]. To find the outliers in the dataset, one 

of the used techniques is the interquartile range (IQR). In this technique, the calculated Inter Quartile Range represents 

the variation in the data. It is a difference between first quartile and third quartile; IQR = Q3 − Q1. The IQR interquartile 

range is used if the data point that fall outside the range of [Q1 +1.5*IQR] and [Q3 + 1.5*IQR] are considered outliers.  

Thus, any value that lies outside the range is noted as an outlier where IQR represents 75th percentile – 25th percentile 

[36]. To identify outliers within the dataset, the Interquartile Range filter in Weka was applied, facilitating the detection 

and removal of such instances. This filter operated in an unsupervised manner.  It calculated the interquartile range 

(IQR) for each numeric attribute in the dataset and filters out instances that fall outside a specified range, thus aiding 

in the identification and removal of outliers. This process contributed to enhancing the dataset's integrity, mitigating 

the potential impact of outliers on subsequent analysis or modeling outcomes. 

5. Implementation and Result  

5.1. Implementation 

Three main phases were mentioned previously in the research methodology section. The first phase was collecting and 

understanding the diabetes dataset. The second phase was pre-processing the data before applying classification 

models. The third phase was applying feature selection and then applying 8 machine learning algorithms for prediction 

as shown in figure1. These algorithms were Naive Bayes, Decision Trees, Logistic Regression, Support Vector 

Machines, Neural Networks, Random Forest, logitboost and voting. The dataset was split into 70 % training set and 30 

% for testing set. The prediction classification involved whether the patient is Diabetes, pre-diabetes or not diabetes.  

 

Figure 1. Implementation phases 

Following data pre-processing, two feature selection techniques were employed: CfsSubsetEval and 

WrapperSubsetEval. CfsSubsetEval focuses on selecting features with high predictive power and low redundancy, 

while WrapperSubsetEval directly evaluates the performance of the model with different feature subsets to find the 

optimal combination of features that maximizes predictive accuracy. The first utilized method was CfsSubsetEval with 

GeneticSearch, a genetic algorithm for attribute selection. In CfsSubsetEval with a genetic search, the algorithm 

commenced with a dataset comprising randomly generated feature subsets. Each subset underwent evaluation based 

on the CfsSubsetEval criteria, which entailed assessing the correlation between each feature and the class, as well as 
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the correlation between features themselves. Subsequently, the subsets were ranked according to their fitness, favoring 

those demonstrating higher correlation with the class and lower redundancy. The genetic algorithm then applied genetic 

operators to generate new feature subsets. These operations encompassed mutation, which randomly altered some 

features within a subset, and crossover, combining features from two parent subsets to generate new offspring subsets. 

The newly created subsets were evaluated using CfsSubsetEval, and this iterative process persisted until a 

predetermined stopping criterion was satisfied. The outcome revealed seven attributes highly correlated with the class: 

gender, age, HbA1c, Chol, TG, VLDL, and BMI. The second method was WrapperSubsetEval with genetic algorithm. 

It initiated with a dataset containing randomly generated feature subsets. Each subset underwent evaluation using an 

induction algorithm (classifier) to assess its performance. Subsequently, genetic operators such as mutation and 

crossover were employed to generate new feature subsets, and this process iterated until a stopping criterion was 

fulfilled WrapperSubsetEval with GeneticSearch, identified four highly correlated attributes with the class: gender, 

HbA1c, TG, and BMI.  Both CfsSubsetEval and WrapperSubsetEval contributed to optimizing the model by selecting 

the most informative subset of features.  

Subsequently, the eight prediction models were applied to all attributes, as well as to the subsets of seven and four 

correlated attributes, aiming to determine the optimal prediction results. In voting classifier as an ensemble method 

combined the prediction outputs of six classifiers: Naive Bayes, Decision Trees, Logistic Regression, Support Vector 

Machines, Neural Networks, Random Forest. These specified algorithms were selected for diabetes prediction due to 

the following reasons:  

1) Naïve Bayes is adept at forecasting diabetes based on a range of risk factors like age, gender, BMI, and blood 

glucose levels 

2) Decision Tree proves valuable in diabetes prediction, as it can handle interactions among various factors such as 

age, weight, and blood sugar levels in intricate ways 

3) Logistic Regression offers insights into the most influential features for predicting diabetes likelihood  

4) Random Forest demonstrates high effectiveness, especially when dealing with numerous features and their 

potential interactions, making it suitable for predicting a multifaceted condition like diabetes 

5) Neural Network proves valuable in predicting diabetes, especially when the relationships among variables are 

complex 

6) Support Vector Machine (SVM) exhibits strength in diabetes prediction, particularly when specific combinations 

of factors distinctly indicate the presence or absence of the condition. 

7) LogitBoost is beneficial for enhancing prediction accuracy 

8) Voting Classifier, in diabetes prediction, leverages the strengths of different algorithms, as various algorithms 

may excel in capturing different aspects of the data, leading to more robust and accurate predictions when their 

predictions are combined through voting. 

5.2. Results and Discussion 

The following tables represent the results of applying the eight prediction models. All features were used for predicting 

diabetes without removing outlies and the results are shown in table 3 and figure 2. The results indicate that the DT 

and RF have the best and demonstrated similar results among the eight classifiers as well as logitboost, while the SVM 

model is considered the worst because of its sensitivity to the outliers.  

Table 3. Predicting diabetes all features and without removing outliers. 

ML Accuracy Sensitivity Specificity F1 MCC 

DT 99.33% 0.993 0.983 0.993 0.976 

SVM 87.33% 0.873 0.416 0.840 0.496 

RF 99.33% 0.993 0.967 0.993 0.976 
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NN 96.33% 0.963 0.849 0.962 0.874 

LR 91.33% 0.913 0.763 0.907 0.718 

NB 94.00% 0.940 0.945 0.943 0.813 

logitboost 99.00% 0.990 0.966 0.990 0.964 

Voting 97.67% 0.977 0.900 0.976 0.915 

 

Figure 2. The results of predicting diabetes without removing outliers 

According to the table 4 and figure 3, show the results of the prediction based on all feature and with removing outliers.  

The results demonstrated that DT has a better performance compared to the other models, followed by RF and 

logitboost that have same accuracy 97.54. On the other hand, the accuracy of SVM was enhanced because of removing 

the outliers. 

Table 4. Predicting diabetes all features with removing outliers 

ML Accuracy Sensitivity Specificity F1 MCC 

DT 97.89% 0.979 0.960 0.979 0.923 

SVM 90.18% 0.902 0.519 0.883 0.596 

RF 97.54% 0.975 0.941 0.975 0.908 

NN 95.09% 0.951 0.882 0.950 0.842 

LR 91.93% 0.919 0.766 0.910 0.712 

NB 92.00% 0.916 0.917 0.921 0.741 

logitboost 97.54% 0.975 0.960 0.976 0.911 

Voting 96.84% 0.968 0.902 0.968 0.880 

 

Figure 3. The results of predicting diabetes with removing outliers 
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The results of using four features: gender, HbA1c, TG and BMI are showing in table 5 and figure 4.  These results 

indicate that DT and Vote have approximately the same results and superior performance among other prediction 

models. 

Table 5. Predicting diabetes based on 4 features. 

ML Accuracy Sensitivity Specificity F1 MCC 

DT 98.33% 0.983 0.917 0.983 0.940 

SVM 95.00% 0.950 0.832 0.948 0.824 

RF 97.67% 0.977 0.883 0.976 0.916 

NN 97.00% 0.970 0.915 0.970 0.893 

LR 90.00% 0.900 0.631 0.876 0.612 

NB 97.00% 0.967 0.947 0.967 0.894 

logitboost 97.67% 0.977 0.916 0.976 0.916 

Voting 98.00% 0.980 0.976 0.981 0.918 

 

Figure 4. The results of predicting diabetes with Four selected features 

Table 6 and figure 5 demonstrate the results of applying 7 feature which are gender, age, HbA1c, Chol, TG, VLDL, 

and BMI.  We found the RF provides better performance than the other models followed by DT that provides better 

diabetes prediction. 

Table 6. Predicting diabetes based on 7 features 

ML Accuracy Sensitivity Specificity F1 MCC 

DT 99.33% 0.993 0.983 0.993 0.976 

SVM 91.00% 0.910 0.681 0.902 0.687 

RF 99.67% 0.997 0.983 0.997 0.988 

NN 97.00% 0.970 0.866 0.969 0.899 

LR 92.33% 0.923 0.747 0.917 0.719 

NB 95.00% 0.953 0.930 0.955 0.851 

logitboost 98.67% 0.987 0.950 0.986 0.952 

Voting 98.33% 0.983 0.933 0.983 0.940 

According to table 7 and table 8, both methods of using 7 selected features and all features (without removing outliers) 

have a better accuracy and ACC for six prediction models. The other two models NB and SVM provide best accuracy 

and MCC in 4 selected features compared with the other methods. Figure 6 and figure 7 show the accuracy and MCC 

for eight prediction models respectively. 

0.00%

50.00%

100.00%

150.00%

Predicting diabetes based on 4 features

Accuracy Sensitivity Specificity F-measure MCC
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Figure 5. The results of predicting diabetes with 7 selected features 

Table 7. TNE accuracy of 8 machine learning algorithms 

ML 
all features without 

removing outliers 

all features with 

removing outliers 
Four features Seven features 

DT 99.33% 97.89% 98.33% 99.33% 

SVM 87.33% 90.18% 95.00% 91.00% 

RF 99.33% 97.54% 97.67% 99.67% 

NN 96.33% 95.09% 97.00% 97.00% 

LR 91.33% 91.93% 90.00% 92.33% 

NB 94.00% 92.00% 97.00% 95.00% 

logitboost 99.00% 97.54% 97.67% 98.67% 

Voting 97.67% 96.84% 95.00% 98.33% 

 

Figure 6. The results of applying of 8 Machine learning algorithms using accuracy measure 

Table 8. The MCC of 8 machine learning algorithms 

ML 
without removing 

outliers (all features) 

with removing outliers 

(all features) 
Four features Seven features 

DT 0.976 0.923 0.940 0.976 

SVM 0.496 0.596 0.824 0.687 

RF 0.976 0.908 0.916 0.988 

NN 0.874 0.842 0.893 0.899 
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Logistic 0.718 0.712 0.612 0.719 

NB 0.813 0.741 0.894 0.851 

logitboost 0.964 0.911 0.916 0.952 

Voting 0.915 0.880 0.824 0.940 

 

Figure 7. The results of applying of 8 Machine learning algorithms using MCC measure 

Table 9 demonstrates that both DT and RF exhibit the highest levels of accuracy, F1 scores, and MCC, along with 

significant sensitivity and specificity. Collectively, these findings imply that DT and RF stand out as the most effective 

algorithms for diabetes prediction when utilizing all features and seven selected features from this dataset. Conversely, 

NB and SVM yield the best accuracy, sensitivity, specificity, F1 scores, and MCC when utilizing the four selected 

features, in comparison to other methods. Thus, the selection of features can significantly impact the performance of 

machine learning models.  

Table 9. Summarize the results of 8 machine learning algorithms 

 Metric DT SVM RF NN LR NB Logit-Boost Voting 

All Features 

(without outliers) 

Acc 0.993 0.873 0.993 0.963 0.913 0.940 0.990 0.976 

Sen. 0.993 0.873 0.993 0.963 0.913 0.940 0.990 0.977 

Spec. 0.983 0.416 0.967 0.849 0.763 0.945 0.966 0.900 

F1 0.993 0.840 0.993 0.962 0.907 0.943 0.990 0.976 

MCC 0.976 0.496 0.976 0.874 0.718 0.813 0.964 0.915 

All Features (with 

outliers) 

Acc 0.978 0.901 0.975 0.950 0.919 0.92 0.975 0.968 

Sen. 0.979 0.902 0.975 0.951 0.919 0.916 0.975 0.968 

Spec. 0.96 0.519 0.941 0.882 0.766 0.917 0.960 0.902 

F1 0.979 0.883 0.975 0.950 0.910 0.921 0.976 0.968 

MCC 0.923 0.596 0.908 0.842 0.712 0.741 0.911 0.880 

4 Features 

Acc 0.983 0.950 0.976 0.970 0.900 0.970 0.976 0.980 

Sen. 0.983 0.950 0.977 0.970 0.900 0.967 0.977 0.980 

Spec. 0.917 0.832 0.883 0.915 0.631 0.947 0.916 0.976 

F1 0.983 0.948 0.976 0.970 0.876 0.967 0.976 0.981 

MCC 0.940 0.824 0.916 0.893 0.612 0.894 0.916 0.918 

7 Features 

Acc 0.993 0.910 0.996 0.970 0.923 0.95 0.986 0.983 

Sen. 0.993 0.910 0.997 0.970 0.923 0.953 0.987 0.983 

Spec. 0.983 0.681 0.983 0.866 0.747 0.93 0.950 0.933 

F1 0.993 0.902 0.997 0.969 0.917 0.955 0.986 0.983 

MCC 0.976 0.687 0.988 0.899 0.933 0.851 0.952 0.940 

0
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Table 10 demonstrates the comparison with the reference [17]. This reference selected 5 features that were gender, age, 

VLDL, HbA1c and BMI. The authors applied Decision tree, Random forest, logistic regression, and Naive Bayes.  The 

results indicated that the prediction models in our study outperformed the models examined in the study done by Rajput 

and Khedgikar. 

Table 10. Comparison with another reference using selected features 

ML Proposed Model Four features Proposed Model Seven features Reference Five features 

DT 98.33% 99.33% 95.07% 

SVM 95.00% 91.00%  

RF 97.67% 99.67% 90.64% 

NN 97.00% 97.00%  

Logistic 90.00% 92.33% 86.7% 

NB 97.00% 95.00% 93.1% 

logitboost 97.67% 98.67%  

Voting 95.00% 98.33%  

6. Conclusion 

In conclusion, the alarming rise in diabetes prevalence underscores the critical need for accurate predictive models to 

aid in early diagnosis and intervention. Leveraging machine learning techniques offers promising avenues for detecting 

diabetes based on essential patient features. This study employed comprehensive data pre-processing and feature 

selection methodologies to enhance the quality of the analysis. 

The evaluation of eight prediction models revealed that Decision Trees, Random Forests, and LogitBoost consistently 

demonstrated superior performance in predicting diabetes, while Support Vector Machine exhibited sensitivity to 

outliers, impacting its accuracy. Notably, the removal of outliers notably improved the accuracy of SVM, emphasizing 

the importance of robust data pre-processing techniques. 

Further analysis considering different feature subsets highlighted the efficacy of DT and RF, particularly when utilizing 

seven selected features. These models consistently outperformed others in terms of accuracy and Matthew’s correlation 

coefficient. Naive Bayes and SVM exhibited competitive accuracy when utilizing four selected features. 

Overall, the findings suggest that Random Forests and Decision Trees offer robust predictive capabilities for diabetes 

detection, especially when considering a comprehensive set of features. These models hold promise for facilitating 

early diagnoses, enabling timely interventions, and ultimately improving patient outcomes in the face of the growing 

diabetes epidemic. Future research could explore additional feature engineering techniques and ensemble methods to 

further enhance predictive performance and clinical utility. Moreover, the future work could be broadened to 

encompass specific directions for further investigation, such as exploring deep learning models, integrating additional 

patient data, or implementing real-time prediction systems in clinical settings. 
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