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Abstract 

This study aims to enhance the quality of education by addressing the crucial aspect of test question planning, specifically focusing on the 
identification of item difficulty as a classification problem. The research method involves the utilization of various machine learning methods, 
including Random Forest, Logistic Regression, SVM, Gaussian, and Dense Neural Network, with an exploration of embedding, lexical, and 
syntactic features. The dataset comprises questions from elementary and junior high school levels. The primary purpose is to provide teachers 
with a tool to predict and categorize the difficulty level of test questions as easy, medium, or difficult, thereby aligning assessments with 
students' abilities. Our research contributes to the field by framing item difficulty identification as a classification problem and systematically 
evaluating multiple machine learning methods. The findings reveal that Random Forest emerges as the most effective method, achieving an 
accuracy of 84% in subjects and 80% in other cases. This highlights the practical applicability of machine learning in assisting educators in 
crafting assessments that accurately reflect students' comprehension levels. Furthermore, the study demonstrates that the incorporation of 
feature embedding and TF-IDF significantly enhances the accuracy of the resulting model. This insight into effective feature utilization 
contributes valuable knowledge for future research in educational assessment and machine learning applications in education.   
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1. Introduction  

Education is a key aspect in community development and human resource development. One of the commonly used 

learning evaluation methods is multiple-choice based exams [1]. In today's digital era, multiple-choice exams are 

often organized through Education Gallery's Online Question Bank platform [2]. In this context, it is important to 

ensure that the difficulty level of multiple-choice exam questions presented to students is appropriate for their ability 

level [3]. 

Determining the difficulty level of exam questions is a challenge in online education management. Therefore, this 

research aims to develop an automatic classification system that can assess the difficulty level of multiple-choice 

questions in the Education Gallery Online Question Bank. This system is expected to help teachers and instructors in 

designing exams that match students' abilities, improve the validity of learning evaluations, and provide students with 

a better learning experience. 

The importance of education in developing quality human resources cannot be doubted. Through the education 

process, humans acquire essential knowledge to develop various aspects of life [4]. Good education involves learning 

evaluation at all levels, one of which is through examinations [5]. In this evaluation process, the creation of exam 

questions is very important to measure students' abilities and talents. The design of questions must consider the level 

of difficulty in order to distinguish the diverse ability levels of students. The identification of question difficulty is 

important, and is usually divided into three types: easy, medium, and difficult. 
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In this context, Natural Language Processing (NLP) can be a solution to the problem of identifying the difficulty 

level of questions using text classification techniques. Text classification is the process of grouping documents into 

categories or classes based on their content [6]. Text classification approaches help in recognizing the difficulty level 

of questions by predicting unknown variables based on other variables [7]. Previous research has shown that 

prediction of the difficulty level of high-stakes medical exam questions can be done well using embedding, followed 

by linguistic features using Random Forest algorithm [8,9]. Another study used Item Response Theory (IRT) to 

predict the difficulty level of yes/no questions. Although there were some prediction errors, this study tried using 

synonyms or changing the question to increase the difficulty level of the question [10]. 

In this study, various models such as Random Forest, SVM, Gaussian, and Dense Neural Network (DNN) were used 

to identify the difficulty level of questions in subjects [11]. In addition, the Logistic Regression method was also 

added for experimentation. This study predicts the difficulty level of questions by using three types of feature 

extraction: embedding features using Word2Vec, lexical features using TF-IDF, and syntactic features using POS 

tagging method. To generate difficulty level labels (easy, medium, difficult), a survey was conducted among 

elementary and junior high school teachers. The data was then processed to fit the needs during modeling. 

This research proposes the use of classification method with Multi Class Confusion Matrix to classify multiple-

choice questions into different difficulty levels. By utilizing technology and data analysis, this research aims to 

improve the precision and accuracy in assessing the difficulty level of exam questions. It is expected that the results 

of this research can make a positive contribution to the development of online education, help improve the quality of 

learning evaluation, and provide more relevant information to teachers and students in the teaching and learning 

process.  

2. Literature Review 

2.1. E-Education 

E-Education, or electronic education, is a concept related to the use of information and communication technology 

(ICT) in an educational context [12]. The theory of E-Education includes the use of the internet, educational 

software, and computer hardware to enhance the learning experience. The main goal of E-Education is to bring 

flexible, interactive, and affordable learning to students around the world. One important aspect of E-Education 

theory is accessibility. Through the use of technology, students have access to various learning resources, learning 

modules, and instructors without having to be in the same physical location. This allows students from different 

geographical, economic, and social backgrounds to access education without time and space barriers. 

In addition, E-Education also facilitates the use of innovative learning methods. Through E-Education platforms, 

teachers can integrate multimedia, simulation, and interactive elements into the learning experience [13][14][15]. 

This helps create an engaging learning environment and motivates students to engage in learning. E-Education theory 

also focuses on the development of digital skills. In this digital age, skills such as digital literacy, the ability to sort 

information, and the ability to communicate through digital media are essential. E-Education helps students develop 

these skills early on, preparing them for success in a technology-based society. In addition to the benefits for 

students, E-Education also strengthens the teacher's role as a learning facilitator. Teachers can monitor students' 

progress more efficiently, provide immediate feedback, and design learning tailored to students' individual needs. By 

understanding E-Education theory, educators can create dynamic learning experiences, combining pedagogical 

principles with modern technology to achieve optimal learning outcomes.  

Understanding the level of difficulty in the E-Education era is crucial, as this approach allows for effective 

personalization of learning. In an E-Education environment, each student can have different levels of understanding 

and ability. By understanding the level of difficulty, educators can design learning content that suits the level of 

readiness and individual needs of students. This not only improves students' understanding but also maintains their 

motivation in the learning process. In addition, understanding the level of difficulty also helps in optimizing the use 

of technology. By customizing learning materials according to the level of difficulty, educators can choose the most 

suitable apps, platforms, or learning methods to help students understand concepts better. Thus, understanding the 

level of difficulty not only leads to improved learning outcomes but also ensures that students' learning experiences 
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in E-Education environments become more efficient, effective, and meaningful. E-Education, or electronic education, 

is a concept related to the use of information and communication technology (ICT) in an educational context [12]. 

The theory of E-Education includes the use of the internet, educational software, and computer hardware to enhance 

the learning experience. The main goal of E-Education is to bring flexible, interactive, and affordable learning to 

students around the world. One important aspect of E-Education theory is accessibility. Through the use of 

technology, students have access to various learning resources, learning modules, and instructors without having to 

be in the same physical location. This allows students from different geographical, economic, and social backgrounds 

to access education without time and space barriers.  

In addition, E-Education also facilitates the use of innovative learning methods. Through E-Education platforms, 

teachers can integrate multimedia, simulation, and interactive elements into the learning experience [13][14][15]. 

This helps create an engaging learning environment and motivates students to engage in learning. E-Education theory 

also focuses on the development of digital skills. In this digital age, skills such as digital literacy, the ability to sort 

information, and the ability to communicate through digital media are essential. E-Education helps students develop 

these skills early on, preparing them for success in a technology-based society. In addition to the benefits for 

students, E-Education also strengthens the teacher's role as a learning facilitator. Teachers can monitor students' 

progress more efficiently, provide immediate feedback, and design learning tailored to students' individual needs. By 

understanding E-Education theory, educators can create dynamic learning experiences, combining pedagogical 

principles with modern technology to achieve optimal learning outcomes.  

Understanding the level of difficulty in the E-Education era is crucial, as this approach allows for effective 

personalization of learning. In an E-Education environment, each student can have different levels of understanding 

and ability. By understanding the level of difficulty, educators can design learning content that suits the level of 

readiness and individual needs of students. This not only improves students' understanding but also maintains their 

motivation in the learning process. In addition, understanding the level of difficulty also helps in optimizing the use 

of technology. By customizing learning materials according to the level of difficulty, educators can choose the most 

suitable apps, platforms, or learning methods to help students understand concepts better. Thus, understanding the 

level of difficulty not only leads to improved learning outcomes but also ensures that students' learning experiences 

in E-Education environments become more efficient, effective, and meaningful. 

2.2. Difficulty Level Classification 

Difficulty classification is an important theory and technique in the field of machine learning that aims to categorize 

objects or data into certain classes or categories based on their characteristics or attributes [11][16][17]18]. In the 

context of this research, difficulty classification focuses on grouping exam questions into three main categories: easy, 

medium, and difficult. The main purpose of the difficulty classification theory is to assist teachers and evaluators in 

understanding the difficulty level of each question and, therefore, help them design exams that are balanced and 

appropriate for students' abilities. 

Difficulty classification methods use various machine learning algorithms, such as Random Forest, SVM, Naive 

Bayes, and Logistic Regression, to identify patterns and relationships in the data that describe the difficulty level of 

questions. For example, using the Random Forest algorithm, the model can take into account various attributes or 

features of the question, such as embedding, lexical features, and syntactic features, to make accurate predictions 

about the difficulty level of each question.  

At the application level, difficulty classification has various important applications in the field of education. Teachers 

can use the classification results to adjust their teaching and evaluation methods according to students' ability levels. 

In addition, difficulty classification also provides valuable insights for curriculum developers, helping them to 

structure learning materials that match the expected difficulty level. Therefore, the theory of difficulty classification 

not only refers to machine learning algorithms and techniques but also includes its practical applications that support 

more effective and targeted educational decision-making. By understanding and implementing this theory, educators 

can optimize students' learning experiences and improve the overall quality of education.  
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2.3. Natural Language Processing 

Natural Language Processing (NLP) is a branch of artificial intelligence that focuses on the interaction between 

humans and computers through human language [19]. The main goal of NLP is to enable computers to understand, 

interpret, and respond to human language in a meaningful way. In its theoretical underpinnings, NLP covers the set 

of grammatical, syntactic, semantic, and pragmatic rules that govern the structure of language. NLP has two main 

approaches: rule-based approaches and statistical-based approaches. The rule-based approach uses human 

grammatical rules and structures to understand language, while the statistical-based approach uses machine learning 

techniques to predict words or structures based on statistics from training data. 

One of the key concepts in NLP is context understanding. Human language is highly contextual; that is, the meaning 

of a word or phrase depends on the surrounding words or phrases. To address this complexity, modern NLP models 

use techniques such as Word Embeddings and Neural Networks to represent words in a vector space that considers 

the semantic relationships between them. Word Embeddings, such as Word2Vec and GloVe, convert words into 

numerical vectors so that computers can understand the semantic relationships between them. 

The importance of context also leads to another field in NLP called natural language understanding (NLU). NLU 

involves understanding the context and meaning behind words and sentences. Techniques like Named Entity 

Recognition (NER) and Sentiment Analysis are examples of powerful NLP applications in NLU. NER helps identify 

named entities such as names of people, places, and organizations in text, while Sentiment Analysis is used to assess 

the sentiment or feelings contained in text, for example, whether a review is positive or negative. 

In recent years, the development of Deep Learning has also given a huge boost to the advancement of NLP. Models 

such as Recurrent Neural Networks (RNN) and Transformers have been used to model complex contextual 

relationships in text. Transformers, in particular, introduced through models such as GPT (Generative Pre-trained 

Transformer) and BERT (Bidirectional Encoder Representations from Transformers), have solved several difficult 

problems in NLP, including language understanding, translation, and text generation. As technology continues to 

evolve, NLP continues to play an important role in everyday applications, from virtual assistants to sentiment 

analysis and automatic translation. 

2.4. Machine Learning 

Machine Learning (ML) is a branch of artificial intelligence that allows computer systems to learn and make 

decisions from data without having to be explicitly programmed [2]-[6][20]. The basic principle behind machine 

learning is the ability of computers to recognize complex patterns in data and use this understanding to make 

intelligent predictions or decisions. There are several types of machine learning, but the most common are supervised 

learning, unsupervised learning, and reinforcement learning. 

2.5 Supervised Learning 

In supervised learning, machine learning models are trained using datasets that contain matched inputs and outputs 

[21]. The main goal is to teach the model to understand the relationship between inputs and outputs so that it can 

make accurate predictions when faced with new data that it has never seen before. Examples of supervised learning 

applications are in classification (categorizing data into predefined classes) and regression (predicting values based 

on input data).  

2.6. Unsupervised Learning 

Unsupervised learning involves clustering data without the use of pre-matched labels or outputs [22][23]. 

Unsupervised learning models are designed to find intrinsic patterns or structures in data. Algorithms in unsupervised 

learning try to group data into clusters or categories based on the similarity of certain features or characteristics.  

2.7. Reinforcement Learning 

Reinforcement learning is a machine learning paradigm in which an agent learns how to create a sequence of actions 

based on interactions with an environment to achieve a specific goal [24]. In order for the agent to achieve the goal, it 

is given positive (reward) or negative (penalty) feedback based on the decisions or actions it takes. The goal of 
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reinforcement learning is to optimize the actions taken by the agent so that the total reward obtained by the agent 

from its environment is maximized. 

2.8. Feature Extraction and Selection 

In machine learning, feature selection and feature extraction are very important [25][26]. Feature selection is the 

process of selecting the most relevant and influential subset of features from the entire dataset, while feature 

extraction involves transforming raw data into a more meaningful form, which often reduces the dimensionality of 

the data but retains important information. Smart feature selection and proper feature extraction can improve model 

performance and reduce data dimensionality, which is often a challenge in complex data processing. With these 

techniques, machine learning enables systems to understand patterns and relationships in very large and complex 

data, providing the ability to make intelligent decisions and predict outcomes with high accuracy. Machine learning 

has found applications in areas such as facial recognition, text analysis, medical diagnostics, autonomous vehicles, 

and more, proving its importance in the modern data-driven world.  

3. Methodology 

3.1. Research Stages 

This study aims to apply classification methods to predict the difficulty level of questions and analyze them. We use 

a dataset of questions from elementary and junior high school practice questions. Several methods will be tested, and 

their performance evaluated. The methods used in this question text classification include Random Forest, SVM, 

Naive Bayes, Logistic Regression, and DNN. Random Forest consists of many decision trees that are used for 

prediction. SVM uses the best hyperplane between classes. Naive Bayes uses Bayes' theorem. Logistic Regression 

predicts probabilities. DNN uses an artificial neural network with many hidden layers connected between each 

neuron. Here is the design of the system built to classify questions, as shown in Figure 1 below.  

 

Figure 1. Research flow 

Figure 1 delineates the detailed process of multiple-choice question classification. The journey commences with the 

assembly of a dataset comprising a total of 548 question entries. This dataset then undergoes a meticulous manual 

labeling process, facilitated through a survey administered to teachers, ensuring the assignment of appropriate labels. 

Following the labeling process, the data proceeds to a crucial pre-processing stage, where it undergoes 

transformations to enhance model comprehension. 

The feature extraction process ensues, refining the dataset to improve its quality and informativeness. Subsequently, 

the dataset is partitioned into subsets for training and testing purposes. The subsequent phase involves the model 

classification process, utilizing various methods as outlined previously. This process generates predictions that 

undergo a rigorous evaluation to accurately gauge their performance. Evaluation metrics such as accuracy or 

precision are employed to ensure the effectiveness of the model in classifying multiple-choice questions. 
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Every step in this systematic approach contributes to the robustness and effectiveness of the multiple-choice question 

classification model. From data collection to performance evaluation, each stage is meticulously detailed to ensure 

the overall success and precision of this research in producing a reliable classification model.  

3.2. Data Collecting 

The data processed in this study are multiple-choice questions from elementary and junior high school levels. 

Multiple-choice questions are obtained from question banks, which are then collected according to school levels. The 

dataset consists of questions and difficulty labels. The construction of the dataset also involves manual labeling for 

the difficulty level categories of easy, medium, and difficult. 

Table 1. Example of a question dataset 

No. Question Label 

1. If the sum of angles in a triangle is 180 degrees, and two angles in the triangle are 50 

degrees and 70 degrees, what is the measure of the remaining angle?  

Medium 

2. A car moves at a constant speed of 60 km/h for 2 hours. How far does the car travel? Easy 

3. Given a square has a side length of 5 cm. Determine the area and perimeter of the 

square. 

Medium 

Based on Table 1, there are sample questions, along with predefined labels. The labeling process was done manually 

and analyzed by teachers at each school level. The labels were assigned using a dataset of 413 questions. The 

labeling of the questions was divided into 3 level categories: easy, medium, and difficult. Each category was then 

assigned a value of -1 for the easy category, 0 for the medium category, and 1 for the difficult category.  

3.3. Preprocessing 

Data pre-processing is an important stage in system design that aims to improve the performance of algorithms while 

reducing their computational complexity [8]. This process also serves to prepare the text so that it is more effective 

and suitable for modeling needs. In this process, there are several steps taken. First, data cleaning is performed to 

remove double spaces, punctuation marks, and unwanted URLs. After that, typesetting is done to simplify the text. 

The next step is tokenization, which separates the text into words or small parts. Finally, normalization is used to 

simplify the text into a standard form. By going through this pre-processing process, the data becomes more 

structured and ready to be used in further analysis or model development. 

3.4. Features 

Existing data in the form of questions is processed through a data pre-processing stage before proceeding to the 

feature extraction process. In this final project, there are three main features used to predict scores. First, there is 

feature embedding, a concept in Natural Language Processing (NLP) where each word in a vocabulary is mapped 

into a numerical vector that represents the meaning of the word [9]. One of the embedding methods used is 

Word2Vec, which converts words into vectors so that the computer can understand the context of the meaning behind 

the words. Next, there are linguistic features, which include language markers that have special meanings and explain 

differences in the way languages are written. Linguistic features help in understanding the nuances of language and 

sentence structure that can affect judgment. Therefore, in this study, an in-depth understanding of linguistic features 

is used to recognize patterns in questions and make an important contribution in assessing the difficulty of such 

questions. 

This feature extraction process is a key step in model development. Using methods such as embedding and linguistic 

analysis, researchers can convert text into a form that is understandable by computers. The result is the model's 

ability to predict scores based on the unique characteristics of each question. This process plays an important role in 

helping to improve understanding of the difficulty of questions and can aid in designing more effective and fair 

exams for participants.  



Journal of Applied Data Sciences 

Vol. 4, No. 4, December 2023, pp. 392-406 

ISSN 2723-6471 

398 

 

 

 

3.4.1. Embeddings 

In this research, an embedding extraction feature called Word2Vec is used. Word2Vec is a word vector 

representation created by Google. The reason for using Word2Vec is because this technology utilizes the Dense 

Matrix feature and is able to reduce the data dimension to be denser than the Term Frequency (TF) approach which 

uses Sparse Matrix. Therefore, it is expected that the use of Word2Vec can produce better results [9]. Word2Vec 

works by describing numerical vectors based on words that frequently co-occur in sentences. The Word2Vec model 

is trained to represent word vectors based on the dictionary and context of the frequently co-occurring words. The 

model is then able to extract feature vectors from the words used. The Word2Vec model used in this research has 

been trained using a corpus with a size of 100 vectors. The importance of using Word2Vec lies in the density of 

information it produces. This extraction feature allows extracting word vectors based on the co-occurrence of words 

in the text. For example, if two words frequently appear in the same context, Word2Vec can represent both words 

with semantically close numerical vectors. Using a pre-training model of the corpus, Word2Vec in this study consists 

of 100 vectors that are able to better describe the relationship between words, providing a solid foundation in 

analyzing and understanding text.  

3.4.2. Linguistic 

The linguistic features used in this research consist of two types, namely lexical features and syntactic features. 

Lexical features measure the density of grammar in a text. Lexical measurement based on text complexity calculates 

the total number of words with lexical properties divided by the total number of orthographic words [11]. The lexical 

feature used in this research is TF-IDF (Term Frequency-Inverse Document Frequency). TF-IDF method is a 

technique used to calculate the relative frequency of each word in a text [12]. This method assigns a value to each 

word based on the level of importance or the number of occurrences of the word in the document [12]. The TF-IDF 

equation can be seen in Equation 1.  

𝑇𝐹𝑖𝑑𝑓 =
𝑡

𝑑
× 𝑖𝑑𝑓 𝑑𝑒𝑛𝑔𝑎𝑛 𝑖𝑑𝑓 = 𝑙𝑜𝑔(

𝑁

𝑑𝑓(𝑡)
)     (1) 

Based on equation 1, where t is the number of occurrences of a word in document d, and d is the total words in the 

document. In the idf equation, N is the total number of documents, and df(t) is the number of documents containing 

word t. Syntactic features refer to features extracted from questions based on the structure of the words in the 

question [13]. The syntactic features used in this study are grammatical words. The resulting grammatical categories 

are generally nouns (NN), adjectives (JJ), and verbs (VERB). The application of syntactic feature analysis in this 

study uses the POS tagging method. Syntactic features apply POS tagging features for accurate word class labeling 

and provide grammatical information for each word in the sentence. 

3.5. Text Classification 

After the questions go through the feature extraction stage, the next step is the text modeling or classification process. 

Classification is the process of grouping documents into one or more predefined categories or into classes of similar 

documents [2]. In the field of Natural Language Processing (NLP), classification enables direct text analysis and 

category formation based on existing content. In this research, text classification methods are used to understand the 

characteristics of the questions based on the content contained in them. 

The classification process is an important step in processing the questions that have gone through feature extraction. 

Classification makes it possible to map the questions into predefined categories. By using classification techniques, 

text analysis can be directly run to form groups based on the content of the question. In the context of this research, 

text classification is used to understand and categorize questions based on the information contained in the text. 

The importance of the text classification process in this research lies in its ability to decipher the complexity of each 

question in greater depth. This process allows the researcher to identify unique patterns in the question text and 



Journal of Applied Data Sciences 

Vol. 4, No. 4, December 2023, pp. 392-406 

ISSN 2723-6471 

399 

 

 

 

categorize them according to their characteristics. Thus, the text classification method used in this research is an 

important foundation in understanding the essence of the questions that have gone through feature extraction. 

3.5.1. Random Forest 

One of the first methods implemented was Random Forest. The implementation of this model uses a library in the 

Python programming language. The output of this model is the prediction of question difficulty based on the dataset 

that has gone through the pre-processing stage of data feature extraction. The Random Forest algorithm used is one 

of the well-known machine learning methods, where various decision trees are inserted into each part of the dataset, 

then the prediction results are obtained using the average value of the decision tree results [14]. In the decision tree 

structure, there are root nodes, internal nodes, and leaf nodes, which play an important role in the prediction process 

[15]. 

The implementation stage of the Random Forest method involves several steps. First, the number of trees (k) is 

determined from all features (m), where k is a smaller number than the total number of features. Next, random 

sampling (N) of the dataset is performed for each tree. After that, a random subset is drawn, consisting of m 

predictors, where m is a smaller number than the total number of predictor variables (p). The second and third steps 

are repeated k times until reaching the specified number of trees [16]. Using this method, the system is able to 

provide question difficulty prediction by effectively utilizing decision tree clustering. 

3.5.2. Support Vector Machine 

The second method used is SVM. SVM is a classification algorithm that functions to classify nonlinear data and 

linear data [17]. The SVM concept is used to find the best hyperplane, which is very important for delimiting two 

classes. The best hyperplane can be obtained by measuring the margin of the hyperplane and determining the best 

point. In SVM, it is important to find the optimal decision boundary, which is the hyperplane with the largest margin 

between two classes. This margin is measured as the distance between the hyperplane and the closest point of each 

class. The selection of the hyperplane with the largest margin will result in a more accurate classification model. In 

addition, SVM can also handle nonlinear data by using a kernel transformation technique, which transforms the data 

to a higher dimension so that it can be separated by the hyperplane. Thus, SVM is a strong choice to overcome the 

challenges of complex data classification and ensure optimal class separation.  

3.5.3. Gaussian Process 

The third method used is the Gaussian Process. Gaussian Process is a non-parametric process that can naturally 

generate probabilities [18]. The model used is Naïve Bayes, which uses Bayes' Theorem. Naïve Bayes assumes the 

value of an attribute in a class is independent of other values. Based on equation 2, X is evidence, H is hypothesis, 

P(H|X) is the posterior probability of H conditional on X, P(X|H) is the posterior probability of X conditional on H, 

P(H) is the prior probability of hypothesis H, P(X) is the prior probability of evidence X. This method is used to 

identify the relationship between evidence and hypothesis, taking into account the prior probability of the hypothesis 

as well as the evidence, thus helping in determining the posterior probability of a hypothesis based on existing 

evidence. Naïve Bayes has simple assumptions but often gives good results in data classification by combining 

information from various attributes efficiently. The application of Naïve Bayes helps in understanding data patterns 

by considering probabilities and relationships between attributes. In this context, the method is used as a tool to 

measure the level of confidence in hypotheses based on existing evidence, facilitating intelligent and informed 

decision-making.  

𝑃(𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
      (2) 

3.5.4. Dense Neural Network 

The third method used is the Gaussian Process. Gaussian Process is a non-parametric process that can naturally 

generate probabilities [18]. The model used is Naïve Bayes, which uses Bayes' Theorem. Naïve Bayes assumes the 
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value of an attribute in a class is independent of other values. Based on equation 2, X is evidence, H is hypothesis, 

P(H|X) is the posterior probability of H conditional on X, P(X|H) is the posterior probability of X conditional on H, 

P(H) is the prior probability of hypothesis H, P(X) is the prior probability of evidence X. This method is used to 

identify the relationship between evidence and hypothesis, taking into account the prior probability of the hypothesis 

as well as the evidence, thus helping in determining the posterior probability of a hypothesis based on existing 

evidence. Naïve Bayes has simple assumptions but often gives good results in data classification by combining 

information from various attributes efficiently. The application of Naïve Bayes helps in understanding data patterns 

by considering probabilities and relationships between attributes. In this context, the method is used as a tool to 

measure the level of confidence in hypotheses based on existing evidence, facilitating intelligent and informed 

decision-making. 

𝐴𝑥 = [𝑎11 𝑎12  ⋯   𝑎12 𝑎21 𝑎22  ⋯   𝑎2𝑛     ⋮      ⋮     ⋱      
⋮    𝑎𝑚1 𝑎𝑚2  ⋯   𝑎𝑚𝑛 ][𝑥1 𝑥2   ⋮  𝑥𝑛 ]   

= [𝑎11𝑥1 +  𝑎12𝑥2 +  ⋯ +  𝑎1𝑛𝑥𝑛 𝑎21𝑥1 +   𝑎22𝑥2 +  ⋯

+  𝑎2𝑛𝑥𝑛  ⋮           ⋮         ⋱          
⋮  𝑎𝑚1𝑥1 +   𝑎𝑚2𝑥2 +  ⋯ +  𝑎𝑚𝑛𝑥𝑛 ] 

                         (3) 

3.5.5. Logistic Regression 

The fifth method used is Logistic Regression. Logistic regression uses probability to predict a classification [19]. 

Logistic regression aims to identify the relationship between independent variables and one or more dependent 

variables by using probability as a predictive value for the dependent variable. The logistic regression formula can be 

seen in equation 4. Based on equation 4, P is the probability based on the value of the independent variable. e is the 

Euler constant used to calculate the exponential function. β_n is the coefficient or weight determined during the 

model training process. x1, x2, ... are the values of the independent variables used to predict the probability of the 

target variable y. In this context, logistic regression is used to estimate the success or failure category of an event 

based on predefined independent variables. Logistic regression is one of the important tools in predictive analysis and 

is used to understand the probability of events occurring in a dataset. The use of logistic regression in this context is 

to assess the odds of an outcome based on the variables involved, and the model can adapt itself to the given data to 

provide accurate predictions regarding the odds of success or failure. Thus, logistic regression plays a crucial role in 

understanding the correlation between the variables involved and evaluating the probability of success of an event. 

𝑃(𝑦 = 1|𝑥) =
1

1+𝑒−(𝛽0+𝛽1𝑥)      (4) 

3.6. Multiclass Confusion Matrix 

After the modeling process, the last step is the evaluation process. This process will measure the performance and 

classification results with a matrix. The Confusion Matrix is very commonly used in machine learning for supervised 

classification or determining classification models [20]. The confusion matrix analyzes the extent to which a 

classification model recognizes various classes [16]. This study uses three categories to implement a multiclass 

confusion matrix with NxN dimensions to cover all possible combinations of predicted and true classes [21]. The 

output results include accuracy, recall, precision, and F1-Score based on the question dataset that has passed the 

classification process with five methods. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃1+𝑇𝑃2+⋯+𝑇𝑃𝑛)

(𝑇𝑃1 + 𝑇𝑃2 + ...+ 𝑇𝑃𝑛 + 𝐹𝑃1 + 𝐹𝑃2 + ...+ 𝐹𝑃𝑛 + 𝐹𝑁1 + 𝐹𝑁2 + ...+ 𝐹𝑁𝑛)
    (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝑃1+𝑇𝑃2+⋯+𝑇𝑃𝑛)

(𝑇𝑃1 + 𝑇𝑃2 + ...+ 𝑇𝑃𝑛 + 𝐹𝑁1 + 𝐹𝑁2 + ...+ 𝐹𝑁𝑛)
     (6) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑃1 + 𝑇𝑃2 + ...+ 𝑇𝑃𝑛)

(𝑇𝑃1 + 𝑇𝑃2 + ...+ 𝑇𝑃𝑛 + 𝐹𝑃1 + 𝐹𝑃2 + ...+ 𝐹𝑃𝑛)
     (7) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
(𝑃𝑟𝑒𝑠𝑖𝑠𝑖×𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑠𝑖𝑠𝑖+𝑅𝑒𝑐𝑎𝑙𝑙)
       (8) 
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Based on equation 5, accuracy calculates all correct predictions divided by the number of queries. Equation 6 shows 

recall, which is the number of actual positive questions that were correctly predicted. Equation 7 is precision, which 

is the number of questions or queries predicted correctly. Meanwhile, equation 8 is the F1-score, which is the 

harmonic mean between recall and precision. In this context, TP is True Positive, FP is False Positive, and FN is 

False Negative. TP indicates when the prediction result of the question matches the actual condition, while FP and 

FN indicate when the prediction result does not match the actual condition. Using such information, the evaluation of 

the model's performance in identifying correct questions can be measured using these metrics, which provide a 

comprehensive picture of how well the model can predict and classify the given questions. 

Discussion: The proposed model is tested on different parameters, and it was observed that dividing the image into a 

grid gives better results than using the original image. Further, tests were performed to check the best value of k 

(number of neighbors in the nearest neighbor algorithm). It was found that k=9 gives the best results. 

4. Result and Discussion 

This study predicts question difficulty using a dataset of multiple-choice questions at primary and secondary school 

levels labeled as easy, medium, and difficult. Three types of feature extraction are used, namely embedding, lexical 

features, and syntactic features. Then this research continues by applying five classification methods: Random Forest, 

Support Vector Machine, Gaussian Process, Dense Neural Network, and Logistic Regression. The question difficulty 

prediction classification was built with five scenarios. The first scenario determines the classification prediction 

results of each method using embedding feature extraction. The second scenario determines the classification 

prediction results of each method using lexical feature extraction. The third scenario determines the classification 

prediction results of each method using syntactic feature extraction. The fourth scenario determines the classification 

prediction results of each method using lexical feature extraction and syntactic features. The fifth scenario determines 

the classification prediction results of each method using embedding feature extraction and syntactic features. The 

last scenario determines the prediction results with a dense neural network model without involving feature 

extraction. Then the classification results of each scenario are compared and analyzed. 

4.1. Data 

In this study, 413 questions were used. This data uses three class categories, namely easy, medium, and difficult. The 

distribution of the labeled data obtained can be seen in Figure 3.  

 

Figure 3. Distribution of question labels 

4.2. Classification with Embedding Features 

The purpose of scenario 1 is to compare the best accuracy results of the classification models used. In the first 

scenario, the accuracy of the model will be tested by applying embedding feature extraction to the dataset. The 
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embedding feature used is Word2Vec, which converts words into vectors. The results of the first scenario can be seen 

in Table 4. 

Table 4. Results of accuracy classification using feature embedding 

Model 

Ratio (20:80) 

School 

Elementary Junior-School 

Random Forest 0,71 0,80 

SVM 0,57 0,76 

Naïvel Bayes 0,55 0,59 

Logistic Regression 0,71 0,73 

Based on Table 4, the Random Forest classification model achieved the highest accuracy results. This experiment 

used a 20:80 split ratio with 20 test data and 80 training data. The accuracy in Random Forest using embedding 

feature extraction resulted in relatively high values in all trials of elementary and junior high school question datasets. 

The highest accuracy for the first scenario was 80%. Meanwhile, the lowest accuracy was obtained by SVM and 

Naïve Bayes models with 57% and 55% accuracy, respectively. This happens because SVM uses the optimal linear 

separator hyperplane so that SVM is more complex in linear mapping on small datasets. Meanwhile, naïve bayes 

considers the features in the dataset to be independent of each other. 

4.3. Classification with Lexical Features 

The purpose of the second scenario is to compare the best accuracy results of the classification model using lexical 

feature extraction. The lexical feature used is TF-IDF. TF-IDF feature extraction will give value to words that often 

appear in sentences. The results of the second scenario can be seen in Table 5. 

Table 5. Results of accuracy classification using lexical features 

Model 

Ratio (20:80) 

School 

Elementary Junior-School 

Random Forest 0,71 0,84 

SVM 0,60 0,80 

Naïve Bayes 0,57 0,67 

Logistic Regression 0,65 0,80 

Based on Table 5, the Random Forest model obtained the highest accuracy results. This second scenario also uses a 

20:80 split ratio with 20 test data and 80 training data. TF-IDF feature extraction produces relatively high accuracy in 

the Random Forest classification model. The highest accuracy in the second scenario was 84%. This is because the 

Random Forest model uses a collectively decision tree. The decision tree looks at a subset of words at each iteration, 

which means that TF-IDF will be more informative in weighting different words. 

4.4. Classification with Syntactic Features 

The purpose of the third scenario is to compare the best accuracy results of the classification model using syntactic 

feature extraction. The syntactic feature used is the POS (Part-of-Speech) identifier. POS identifiers will pay 

attention to the grammatical structure of each word in the sentence by labeling each word based on the type of word. 

The results of the third scenario can be seen in Table 6. 

Table 6. Results of accuracy classification using syntactic features 

Model School 
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Ratio (20:80) Elementary Junior-School 

Random Forest 0,80 0,76 

SVM 0,36 0,63 

Naïve Bayes 0,68 0,42 

Logistic Regression 0,27 0,60 

Based on Table 6, the Random Forest model produces the highest accuracy results. POS tagging feature extraction 

produces relatively high accuracy in the Random Forest and SVM classification models. The highest accuracy in the 

third scenario is 80%. POS tag features can provide information representation to the Random Forest model to utilize 

word context. 

4.5. Classification with DNN Model 

The sixth scenario compares the best accuracy results of the Deep Neural Network (DNN) classification model. DNN 

uses each neuron to receive input from the previous layer and provides output to all neurons in the next layer. The 

results of the fourth scenario can be seen in Table 7. 

 

Table 7. Results of accuracy classification using feature syntactic 

Model 

Ratio (20:80) 

School 

Elementary Junior-School 

DNN 0,71 0,80 

Based on Table 7, the highest accuracy is obtained on a dataset of 80%. In this scenario, only direct modeling with 

the Dense Artificial Neural Network is used. This scenario does not involve any feature extraction, as is the case with 

the other scenarios. 

Table 8. Comparison of the accuracy levels of each model 

Feature Extraction Elementary Junior-School 

RF SVM Naïve Bayes Logreg RF SVM Naïve Bayes Logreg 

Embedding 0,71 0,55 0,57 0,71 0,80 0,76 0,59 0,73 

TF-IDF 0,71 0,60 0,57 0,65 0,84 0,80 0,67 0,80 

Syntactic Features 0,80 0,36 0,68 0,72 0,76 0,63 0,42 0,60 

Model: DNN 0,71 0,80 

Based on Table 8, we can see the accuracy comparison of each model with different scenarios and from different 

datasets. Starting from the question dataset, we get the highest accuracy result of 84% using the Random Forest 

model. This accuracy result is obtained through tf-idf feature extraction before modeling. If we analyze the overall 

accuracy, Random Forest is the best model with high accuracy in predicting question difficulty. In addition, the best 

feature extraction is Embedding and TF-IDF. Of course, all the accuracy that has been obtained in each model 

involves data pre-processing, which is very influential in optimizing the accuracy results. The data used in the study 

also has an influence, especially on the label balance. If we look at the dataset used, there is an imbalance between 

the three labels, with more labels on easy questions. This can affect the training data trained on the classification 

model and also affect the prediction results. The experimental results show that the best classification method in 

identifying question difficulty is Random Forest, which is similar to the findings of a previous study by Le An Ha 

[3]. In the best feature extraction, Le An Ha came up with embedding as the best feature extraction, and in this study, 

embedding and TF-IDF became the best feature extraction.   
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5. Conclusion 

In this study, we conducted a classification analysis to predict the difficulty levels of multiple-choice questions at 

primary and secondary school levels, employing five methods—Random Forest, SVM, Naïve Bayes, Logistic 

Regression, and DNN—and three feature extractions—embedding, lexical, and syntactic. The results demonstrated 

that the Random Forest method consistently outperformed others, achieving the highest accuracy in each question 

type across various scenarios. The comparison table reinforced the superiority of the Random Forest method, 

indicating its reliability in predicting question difficulty. Additionally, the choice of feature extraction played a 

significant role, with embedding and TF-IDF emerging as the most effective methods. Despite these promising 

findings, it is crucial to acknowledge certain limitations in this research, notably the potential for data imbalance due 

to the unequal distribution of questions across difficulty levels. Furthermore, the study focused on questions from 

only two subjects, limiting its generalizability. To address these limitations, future research should strive for balanced 

datasets, encompassing a broader range of subjects to enhance the model's classification capabilities. 

This study contributes valuable insights to the field of educational assessment by demonstrating the effectiveness of 

machine learning methods in predicting the difficulty levels of multiple-choice questions. The identified impact lies 

in the practical application of the Random Forest method, which can aid educators in crafting assessments tailored to 

students' comprehension levels. The emphasis on feature extraction, particularly the success of embedding and TF-

IDF, adds a nuanced layer to the understanding of how these techniques influence prediction accuracy. The research 

impact extends to the broader educational landscape, where the integration of machine learning can potentially 

streamline the assessment process, providing more nuanced and personalized feedback to students and educators 

alike. As technology continues to play an increasing role in education, the findings of this study offer a foundation 

for future developments in adaptive assessment systems and data-driven educational practices. 
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