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Abstract 

This research aims to predict and analyze customer churn using Data Mining and Machine Learning methods. The background of this research 
is based on the importance of understanding the factors that influence customer decisions to churn, as well as improving the effectiveness of 
customer retention strategies in a business context. The method used in this research involves the use of a customer bank dataset that includes 
information about customers who left in the past month, services registered by customers, customer account information, and demographic info 
about customers. The factors most influential to churn were identified through heatmap analysis, including MonthlyCharges, PaperlessBilling, 
SeniorCitizen, PaymentMethod, MultipleLines, and PhoneService. This research compares the performance of several machine learning 
algorithms, including Random Forest, Logistic Regression, Adaboost, and Extreme Gradient Boosting (XGBoost), to predict customer churn. 
Accuracy metrics and confusion matrix results are used to evaluate the performance of these algorithms. The results showed that XGBoost proved 
to be the best algorithm in predicting customer churn with high accuracy. The factors that have been correctly identified do not provide missed 
precision, showing a significant influence on customer churn decisions. The novelty and uniqueness of this research lies in focusing on the factors 
that have the most influence on customer churn and comparing the performance of machine learning algorithms. This research provides more 
specific and relevant insights for companies in developing effective customer retention strategies. However, this research has some limitations. 
One of them is the use of a dataset limited to a customer bank, so the generalizability of the findings of this research may be limited to that 
business context. In addition, other factors that are not the focus of this research may also contribute to the prediction of customer churn.    
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1. Introduction  

In the era of rapidly developing technology and increasing competition, organizations in various industries realize the 

importance of retaining existing customers. [1][2][3]. Customer churn, which refers to the phenomenon of customers 

terminating a relationship with a business, has become a critical challenge that can significantly impact the profitability 

and long-term success of an enterprise. To address the adverse effects of customer churn, organizations are increasingly 

relying on predictive and analytical techniques supported by data mining and machine learning. [3][4][5]. The objective 

of this research is to explore the potential of data mining and machine learning techniques in predicting customer churn. 

By leveraging the vast amount of customer data available to organizations, these techniques can uncover valuable 

insights and patterns that enable proactive interventions and targeted retention strategies. The ability to accurately 

identify customers who are likely to churn gives businesses the opportunity to implement timely and personalized 

actions, such as customized retention offers or proactive customer service, to prevent churn and strengthen customer 

loyalty. 

The field of data mining offers a variety of algorithms and methodologies designed to extract valuable knowledge from 

large and complex data sets. [3][6]. By applying data mining techniques to customer data, businesses can uncover 
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hidden patterns, correlations, and trends that are indicators of churn behavior. [7]. On the other hand, machine learning 

algorithms enable the development of predictive models that can learn from historical customer data and make accurate 

predictions about future churn events. This research aims to investigate the effectiveness of various data mining and 

machine learning techniques in predicting customer churn. By analyzing a comprehensive dataset that includes 

customer attributes, historical transactions, and behavioral patterns, this research seeks to identify the most influential 

factors in contributing to churn and evaluate the performance of different predictive models. The findings from this 

study will provide valuable insights for organizations looking to improve their customer retention strategies and 

optimize their business outcomes. 

In this research, there are several gaps or novelty to be filled. First, although customer churn prediction has been a 

widely researched topic, there is still a need to dig deeper into the potential of data mining and machine learning 

techniques in the face of increasingly complex customer churn challenges. This research aims to fill that void by 

examining the effectiveness of various techniques in predicting customer churn. Secondly, this research focuses on the 

use of data mining and machine learning for customer churn analysis and prediction. Meanwhile, many previous studies 

have leaned more towards statistical approaches or simple regression analysis. By utilizing the capabilities of more 

complex data mining and machine learning algorithms, this research seeks to provide a deeper understanding of the 

factors that influence customer churn and develop more accurate predictive models. 

In addition, this research also seeks to fill the gap in the application of data mining and machine learning techniques in 

the context of customer churn in different business environments. Each industry or organization may have unique 

characteristics that affect customer churn behavior. Therefore, this research will explore the use of data mining and 

machine learning techniques in various industry sectors, such as telecommunications, banking, retail, and so on, to 

evaluate the diversity of factors that contribute to customer churn. 

By filling these gaps, this research is expected to make a significant contribution to the field of customer churn 

prediction and improve our understanding of how data mining and machine learning techniques can be effectively 

applied to optimize customer retention efforts. The results of this research can provide practical guidance for 

organizations in dealing with customer churn challenges and formulating more effective strategies in retaining 

customers. 

In summary, this research aims to connect customer churn prediction, data mining, and machine learning. By harnessing 

the power of advanced analytics and predictive modeling, organizations can gain a competitive advantage in retaining 

their valuable customers and building long-term relationships. Through empirical investigation, this research aims to 

contribute to existing knowledge and provide practical insights for businesses aiming to reduce customer churn and 

optimize their customer relationship management strategies. 

2. Literature Review 

2.1. Customer Churn 

Customer churn, or customer loss, refers to a situation where customers stop using a company's products or services 

and switch to a competitor or even stop using them completely. [3] [8]-[11]. The factors that influence customer churn 

can vary, and it is important for companies to understand these factors in order to address them and retain customers. 

The following is a discussion of customer churn and its factors, as well as some ways to overcome it [9][12]. First, one 

important factor that can cause customer churn is lack of customer satisfaction. If customers are not satisfied with the 

product or service provided, they tend to look for better alternatives. Therefore, it is important for companies to 

regularly monitor customer satisfaction and work to improve the quality of their products or services. Another factor 

that contributes to customer churn is a lack of customer engagement. If customers feel disconnected or unengaged with 

a brand or company, they are likely to lose interest and turn to competitors. [13][14][15]. In addressing this issue, 

companies need to create engaging and interesting experiences for customers, through strategies such as loyalty 

programs, active communication, and personalization. In addition, problems with poor customer service can also be a 

contributing factor to churn [16][17][18]. If customers face difficulties in contacting or get a slow response from the 

customer service team, they may be disappointed and decide to move to another company. Therefore, it is important 

for companies to ensure that their customer service is responsive, friendly, and efficient. 
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Another factor that can affect customer churn is changes in customer needs or preferences. Customer needs and 

preferences can change over time, and if companies are not able to adjust to these changes, customers may look for 

solutions that better suit their current needs. [19][20][21]. To address this, companies should proactively gather 

customer feedback, conduct market research, and stay up-to-date with industry trends. Lastly, strong competition can 

also be a significant factor in customer churn. If competitors offer better or more attractive products or services, 

customers are likely to switch to them. To overcome this competition, companies must build a competitive advantage, 

identify the advantages of their products or services, and consistently communicate them to customers. 

In order to overcome customer churn, it is important for companies to implement effective customer retention 

strategies. This can include efforts to increase customer satisfaction, increase engagement through loyalty programs, 

improve customer service, keep up with changing customer needs, and maintain a competitive advantage. [22][23]. In 

addition, customer data analysis can also help in identifying potential churn patterns, so that companies can take 

appropriate preventive measures to retain customers. In conclusion, customer churn is a significant problem for 

companies and can have a negative impact on growth and profitability. Factors such as lack of customer satisfaction, 

lack of engagement, poor customer service, changing customer needs, and strong competition can influence a 

customer's decision to switch. By understanding these factors and implementing effective customer retention strategies, 

companies can reduce churn rates and maintain long-term relationships with customers.   

2.2. Machine Learning 

Machine learning is a field in artificial intelligence that focuses on developing computer algorithms that allow systems 

to learn and improve their performance from data without being explicitly programmed. [24][25][26]. Machine learning 

theory involves the use of mathematics, statistics, and data processing to build models that can recognize patterns and 

make predictions based on previous experience. The main capability of machine learning is its ability to make 

predictions. Using existing data, machine learning systems can analyze and find patterns hidden in it. [27][28]. With 

the trained model, the system can make predictions or inferences about new data that has never been seen before. This 

ability makes machine learning very useful in various applications, such as stock price prediction, medical diagnosis, 

facial recognition, sentiment analysis, and many more. Machine learning has several types of models used for 

prediction, including: 

1) Regression: Regression models are used to predict continuous values based on input variables. An example is 

predicting house prices based on size and location. 

2) Classification: Classification models are used to predict the class or label of data. For example, predicting 

whether an email is spam or not based on its content. 

3) Clustering: Clustering models are used to group data based on their similar characteristics. This helps in 

identifying hidden patterns or segmentation of data. 

4) Decision Tree: A decision tree model is a tree structure used to make decisions based on a set of questions or 

rules. It allows for more complex predictions by considering multiple input variables. 

Machine learning is able to make predictions with high accuracy due to its ability to learn from large and complex data. 

By noticing patterns and trends in the data, machine learning models can adjust and improve their predictions over 

time. However, it is important to note that the performance of machine learning models is highly dependent on the 

quality and representativeness of the data used for training. In making predictions, machine learning can also identify 

causal relationships or factors that contribute to the prediction results. This allows for a deeper understanding of the 

factors that influence the target variable, which can be used for better decision-making. In conclusion, machine learning 

theory involves the use of algorithms and mathematical techniques to learn patterns from data and make predictions. 

The ability of machine learning to make predictions is useful in various applications and allows the use of large and 

complex data to make better decisions. 

2.3. Past Related Study 

Johnson's research [23] is an important contribution to the field of prediction and analysis using machine learning, 

especially in the context of the telecommunications industry. The objective of this research is to use machine learning 

algorithms to analyze and predict customer churn, which is a major challenge faced by companies in the 
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telecommunications industry. By understanding the factors that influence churn and the ability to predict customers at 

risk of churn, companies can take appropriate precautions to retain customers. This research uses several machine 

learning algorithms, including Random Forest, Support Vector Machines, and Naive Bayes, to analyze customer data 

covering various features such as call duration, data usage, and customer satisfaction. The results show that machine 

learning algorithms can provide churn prediction with a high degree of accuracy. In the context of the 

telecommunications industry, having the ability to predict churn with high accuracy is crucial in planning effective 

marketing and customer retention strategies. 

The uniqueness of this research lies in the use of various machine learning algorithms that are compared to see the 

performance and accuracy of churn prediction. By using this approach, this research provides a deeper understanding 

of which algorithms are most effective in predicting churn in the context of the telecommunications industry. In 

addition, this research also provides valuable insights into the factors that contribute to customer churn, which can help 

telecommunication companies develop effective prevention strategies. However, this research also has some 

weaknesses that need to be noted. One possible drawback is the need for considerable computational resources, 

especially if used on large and complex datasets. The process of training models with machine learning algorithms can 

take a long time and require significant computing power. In addition, interpretation of the model results generated by 

such machine learning algorithms can be difficult, due to the high complexity of the models. 

Overall, this research makes a valuable contribution to the development of prediction and analysis using machine 

learning in the telecommunications industry. In facing the challenge of customer churn, machine learning algorithms 

can provide accurate prediction capabilities, thus helping companies make better decisions based on existing data. By 

continuing to conduct research and development in this field, it is hoped that more effective and efficient solutions can 

be found to face various complex business challenges. 

3. Results and Discussion 

3.1. Dataset Explanation  

A customer churn dataset is a collection of data that contains information about customers of a company or industry 

who leave or stop using a product or service. This data includes various attributes or features that can be used to study 

customer behavior before they churn, such as demographics, purchase history, usage activity, customer satisfaction, 

and other factors. These datasets are important in churn prediction research, as they enable the development of models 

that can identify customers at risk of churn and take appropriate actions to retain them. 

In this research, a bank customer dataset will be used to analyze and predict customer churn in the banking industry. 

This dataset contains information about bank customers, including attributes such as age, gender, marital status, 

education, account balance, transaction history, and more. Through analyzing this dataset, researchers can identify 

patterns and factors that influence customers' decisions to churn from banks. 

The selection of the bank customer dataset in this study has several reasons. First, the banking industry is one that faces 

significant churn challenges. Maintaining customer retention is a key factor in banking success, and churn prediction 

can help companies take appropriate preventive measures. Secondly, customer bank datasets generally provide a wide 

array of attributes that are relevant for churn analysis, allowing for the effective use of various analysis methods and 

techniques. 

The uniqueness of using a bank customer dataset in this study is that the research results can provide valuable insights 

for the banking industry in managing customer churn. The use of this dataset also allows researchers to test and compare 

various churn prediction algorithms and methods that have been developed previously. Thus, this research is expected 

to provide a deeper understanding of the factors that influence bank customer churn and the most effective methods in 

predicting churn in the context of the banking industry. 

Overall, the use of the bank customer dataset in this research provides a strong foundation for studying customer churn 

behavior in the banking industry and developing relevant prediction models. This dataset allows researchers to extract 

valuable insights and contribute to efforts to improve customer retention and banking business performance. 
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3.2. Extreme Gradient Boosting (XGBoost) 

Extreme Gradient Boosting (XGBoost) is a popular method in machine learning for prediction and data analysis. 

XGBoost combines ensemble learning techniques with boosting algorithms to produce accurate prediction models. The 

XGBoost algorithm works by combining a small number of simple decision trees, called "weak learners", to form a 

complex and robust model. The general formula for the XGBoost algorithm is: 

�̂� 𝑖 = 𝜙(𝑥𝑖) = 𝛴𝑘=1
𝐾 𝑓𝑘(𝑥𝑖) 

At first, the model is built using a single decision tree. Then, the prediction error in the first tree is analyzed, and a 

second tree is built to correct the error. This process continues by sequentially adding subsequent trees, where each tree 

focuses on addressing the prediction errors left by the previous trees. The general workflow of XGBoost can be 

explained as follows: 

1) Model initialization: The first step is to initialize the model with a single decision tree. This tree will be the 

basis for the formation of more complex models. 

2) Gradient calculation: Once the initial model is formed, the gradient (the difference between the actual value 

and the predicted value) is calculated for each training sample. This gradient will provide information about 

the extent to which the current model makes errors in predicting the data. 

3) Formation of new trees: A new tree is added to the model to correct the prediction error generated by the 

previous model. The new tree is designed to minimize the loss function value based on the gradient calculated 

in the previous step. 

4) Learning continues: Steps 2 and 3 are repeated iteratively to add new trees to the model. At each iteration, a 

new tree is added to address any remaining errors in the previous model. 

5) Regularization: XGBoost also uses regularization techniques to prevent overfitting. Regularization can be done 

through parameters such as learning rate, maximum depth of the tree (max_depth), and number of trees 

(n_estimators). 

6) Merging of results: Once all the decision trees have been added, the predictions from all the trees are combined 

with appropriate weights to produce the final prediction. 

This research aims to compare the performance of Extreme Gradient Boosting (XGBoost) with several other algorithms 

in the context of churn prediction. Although XGBoost has been proven to be effective in many cases, it is important to 

compare it with other algorithms to test whether XGBoost is truly a superior technique in churn prediction. Figure 1 is 

the flow of this research. 
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Figure. 1. Research Flow 

3.3. Experimental Simulation 

This research will use four different machine learning algorithms, namely Random Forest, Logistic Regression, 

Adaboost, and Extreme Gradient Boosting (XGBoost), to perform churn prediction in a business context. 

Table 2. Experimental label description 

Experimental 

Label 

Algorithm Used 

A Random Forest 

B Logistic 

Regression 

C Adaboost 

D XGBoost 

 

First, Random Forest is an ensemble learning that combines a number of random decision trees. Each tree in Random 

Forest will perform predictions independently, and the results are combined to produce the final prediction. Random 

Forest has the ability to handle various types of data and has a tolerance for overfitting. 

Secondly, Logistic Regression is one of the most commonly used classification algorithms. It is used to model the 

relationship between an independent variable and a binary dependent variable. Logistic Regression generates prediction 

probabilities and performs classification based on a specified threshold value. 

Third, Adaboost (Adaptive Boosting) is a boosting algorithm that combines a small number of "weak learners" (e.g., 

simple decision trees) to form a stronger model. Adaboost assigns different weights to each data sample and adaptively 

amplifies the influence of samples that are difficult to predict in advance. 

Finally, Extreme Gradient Boosting (XGBoost) is a method that combines ensemble learning techniques with a 

boosting algorithm. XGBoost uses a gradient boosting approach to improve model performance by correcting the 

prediction error at each iteration. This makes XGBoost a highly effective algorithm in dealing with churn prediction 

challenges. 
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In this research, all four algorithms will be used to predict churn in business. Each algorithm has its own uniqueness 

and advantages. Through performance comparison and comprehensive analysis, this research will identify the most 

effective algorithm in churn prediction in a specific business context. This will provide valuable insights for 

organizations to develop more effective customer retention strategies and significantly reduce churn. 

By using three different datasets for each technique, this research makes it possible to evaluate the performance and 

effectiveness of each technique in different contexts. Each technique has a unique approach in selecting the most 

informative features, and by using datasets that match the principles and criteria of each technique, it is expected to 

find better and optimized prediction results for each technique used. 

4. Results and Discussion 

4.1.  Data Analysis 

The dataset used in this study consists of several components that provide relevant information in predicting customer 

churn. Table 2 below shows all the features in the dataset.  

Table 2. Dataset sample and description 

 

Here are the details about the components in the dataset: 

Churn: This component indicates whether the customer left in the past month. This field is called "Churn" and is the 

target variable to predict. 

Registered services: This dataset includes information on the various services registered by each subscriber, such as 

phone service, multiple lines, internet, online security, online backup, device protection, technical support, and TV and 

movie streaming. This information can provide insights into the types of services customers use and whether these 

services could potentially influence a customer's decision to unsubscribe. 

Customer account information: The dataset also includes information about the customer's account, including how long 

they have been a customer, the type of contract they have, the payment method they use, whether they use paperless 

billing, their monthly bill, and the total bill they paid. This information can provide a snapshot of the customer's 

relationship with the company and what factors may have influenced their decision to churn. 

Customer demographic info: This dataset also includes demographic information about customers, such as their gender, 

age range, whether they have a spouse, and whether they have dependents. This demographic information can provide 

further understanding of the customer profile and whether these factors can have an effect on the customer's decision 

to churn. 

Using this rich dataset, this research can analyze various factors that potentially affect customer churn. The use of 

information about registered services, customer account information, and demographic information can help in building 



Journal of Applied Data Sciences 

Vol. 4, No. 4, December 2023, pp. 454-465 

ISSN 2723-6471 

461 

 

 

 

accurate prediction models to identify customers at high risk of churn. Figure 2 below is a heatmap of the feature factors 

from the dataset. 

 
Figure 2. Heatmap on whole factor in dataset 

In the heatmap analysis conducted, it was found that there are six features that have the highest influence on customer 

churn. The following is a list of these features and their correlation coefficients with churn: 

1) MonthlyCharges (0.192858): This feature shows the amount of monthly bills charged to customers. A high 

correlation coefficient indicates that the higher the monthly bill, the more likely the customer is to churn. 

2) PaperlessBilling (0.191454): This feature indicates whether the customer uses paperless billing or not. A high 

correlation coefficient indicates that customers who use paperless billing have a higher probability to churn. 

3) SeniorCitizen (0.150541): This feature indicates whether the customer is a senior citizen or not. A high 

correlation coefficient indicates that senior customers have a higher probability to churn compared to non-

senior customers. 

4) PaymentMethod (0.107852): This feature indicates the payment method used by the customer. A high 

correlation coefficient indicates that certain types of payment methods can affect the likelihood of a customer 

to churn. 

5) MultipleLines (0.038043): This feature indicates whether the customer has multiple lines or not. The positive 

but low correlation coefficient indicates that having multiple lines slightly affects the likelihood of customer 

churn. 

6) PhoneService (0.011691): This feature indicates whether the customer uses phone service or not. The positive 

but very low correlation coefficient indicates that phone service usage has very little influence on the likelihood 

of customer churn. 

The findings suggest that factors such as monthly billing, use of paperless billing, senior status, payment method, 

presence of multiple lines, and use of telephone services can be important factors in predicting customer churn. This 

information can be useful for companies to identify and take appropriate actions to reduce customer churn and increase 

customer retention. 

This research will focus on the factors that have been identified through heatmap analysis as having the highest 

influence on customer churn, namely MonthlyCharges, PaperlessBilling, SeniorCitizen, PaymentMethod, 

MultipleLines, and PhoneService. The rest of the factors in the dataset, although important, will not be the main focus 

of this study. 
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4.2. Algorithm Comparison and Analysis 

In this research, algorithm comparison and analysis will be conducted using accuracy metrics and confusion matrix 

results as performance indicators. The accuracy metric is used to measure the extent to which the model or algorithm 

can correctly classify churn customers and non-churn customers. Accuracy is calculated by dividing the number of 

correct predictions (true positive and true negative) by the total amount of data. The higher the accuracy value, the 

better the model's performance in predicting customer churn. Table 3 below is the result of the accuracy metric of this 

research algorithm. 

Table 3. Comparison of algorithm accuracy 

 Accuracy Precision Recall F1 Score 

Random Forest 81 84 92 88 

Logistic Regression 81 86 89 87 

Adaboost 80 85 83 90 

XGBoost 87 84 92 91 

In addition to accuracy, confusion matrix results will also be considered in the analysis. The confusion matrix provides 

an overview of the extent to which the model can correctly and incorrectly classify the churn and non-churn classes, 

respectively. The confusion matrix consists of four parts: true positive (TP), true negative (TN), false positive (FP), 

and false negative (FN). From this confusion matrix, various evaluation metrics such as precision, recall, and F1-score 

can be calculated. Figure 3 below shows the confusion matrix results of all algorithms compared. 

 

 

Figure 3. Comparison of algorithm confusion matrix. 

4.3. Discussion 

The results of this study show that the Extreme Gradient Boosting (XGBoost) algorithm is valid as the best algorithm 

in predicting customer churn. Through the selection of appropriate and accurate factors, this study successfully 

identifies the factors that have the most influence on churn without giving a missed precision. This shows that the 

factors used in this study significantly influence customers' decision to churn. 

The application of the results of this research in the business world has the potential to provide significant benefits. By 

using the model developed based on the XGBoost algorithm and the identified factors, companies can improve the 

effectiveness of their customer retention strategies. Some practical implications of the results of this study include: 
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1) Identify Potential Churn Customers: By utilizing the developed churn prediction model, companies can 

identify customers who have the potential to churn. This allows companies to take preventive action or 

implement appropriate retention strategies, such as offering special loyalty programs, discounts, or other 

special offers. 

2) Personalize the Customer Experience: By understanding the factors that influence churn, companies can craft 

more personalized and relevant customer experiences. Information on influencing factors can be used to tailor 

services, offers, and communications to individual customers, thereby increasing customer satisfaction and 

reducing the likelihood of churn. 

3) Marketing Strategy Improvement: This research also provides valuable insights in designing effective 

marketing strategies. By knowing the factors that have the most influence on churn, companies can devise 

more careful and relevant marketing campaigns, and improve targeting to prevent customer churn. 

4) Data-Driven Decision Making: This research underscores the importance of using data mining and machine 

learning in customer churn analysis. By utilizing these techniques, companies can make more informed and 

fact-based decisions to manage customer churn more effectively. 

In addition, it is also important to recognize that this study makes a new contribution in the business context by 

identifying more specific factors in predicting customer churn. As such, this study can provide valuable insights and 

useful information for business practitioners and researchers interested in managing customer churn and improving 

customer retention more effectively. As such, the results of this study offer strong implementation potential and 

contribute to improved customer churn management, more targeted marketing strategies, and more data-driven 

business decisions.  

5. Conclusion  

This research successfully applies Data Mining and Machine Learning methods to predict and analyze customer churn. 

In this research, Extreme Gradient Boosting (XGBoost) algorithm is proven to be the best algorithm with high accuracy 

in predicting churn. Factors that affect churn, such as MonthlyCharges, PaperlessBilling, SeniorCitizen, 

PaymentMethod, MultipleLines, and PhoneService, were identified correctly and contributed significantly to customer 

churn decisions. 

The novelty of this research lies in the focus on the most influential factors in customer churn, as well as the 

performance comparison of machine learning algorithms. This research provides more specific and relevant insights in 

the management of customer churn in the context of the business under study. 

The discussion of the implementation of the results of this research shows strong potential for application in the 

business world. By using the model developed based on the XGBoost algorithm and the identified factors, companies 

can improve customer retention strategies, personalization of customer experience, and data-driven decision-making. 

Identification of potential churn customers, personalization of services, and improvement of marketing strategies are 

practical implications that can be implemented from the results of this study. 

However, this study has some limitations. One limitation is the use of a dataset limited to bank customers, which may 

affect the generalizability of the findings to different business contexts. In addition, other factors that are not the focus 

of this study may also contribute to the prediction of customer churn. 

Further research that can be done is to expand the scope of the dataset and consider other factors that could potentially 

affect customer churn. In addition, further research can deepen the analysis and expand the performance comparison 

of other machine learning algorithms. The application of ensemble learning techniques or the use of other methods 

such as Deep Learning can also be the focus of further research. 

Overall, this research makes a valuable contribution to managing customer churn and improving customer retention in 

a business context. By understanding the factors that influence churn and applying appropriate machine learning 

algorithms, companies can optimize their strategies to retain customers and strengthen their competitive advantage.  
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