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Abstract 

Thoracic diseases, including tuberculosis, pneumonia, lung cancer etc., affect millions of people worldwide every year. Interpretation of chest 
radiograph for the detection of disease is a time-consuming task and typically requires expert radiologists to interpret the images. In this paper, 
an effort has been made to develop a prediction model based on histogram matching of Chest X-ray images which can be used as a replacement 
of human-level interpretation task. Hellinger distance metric is used to match two histograms. The chest x-ray images are pre-processed and 
converted to histograms. A benchmark histogram is obtained by finding the average of all pixel intensity values. Then outlier images are detected 
by comparing the histogram of an image with the benchmark histogram using the hellinger metric. Finally, a prediction method is proposed which 
matches the histogram of unseen images to histograms of nearest neighbor images.  Hypertuning of input parameters to the proposed prediction 
method is performed to get the best set of parameters. The proposed model gives an accuracy of 92.3 % and F1 score of 94.6 % on the training 
set, accuracy of 86.2% and F1 score of 89.6% on the test set. The performance of the proposed model is better than the existing techniques in this 
domain.    
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1. Introduction  

Acute respiratory illnesses like pneumonia can be brought on by infections with bacteria, viruses, or other microbes. 

Pneumonia patients experience respiratory difficulties [1]. Around 15% of young children under the age of five pass 

away from pneumonia each year. Most diseases, including pneumonia, are now easier to treat thanks to advancements 

in medical technology. Chest X-rays, CT scans of the lungs, chest ultrasounds, needle lung biopsies, and chest MRIs 

can all be used to diagnose pneumonia [1]. 

Image processing is a technique for removing important information from images. In order to obtain pertinent 

information, useful characteristics of the image are extracted utilizing feature extraction methods and pre-processing 

techniques. The photographs' features are taken out so that machine learning techniques can be applied to them. The 

image features can be extracted using a variety of techniques [17].  

In order to prevent irrelevant and redundant information from impairing the performance of the machine learning 

models, images are pre-processed to eliminate noise, redundancy, and missing data. Researchers have employed a 

variety of pre-processing strategies, such as deleting insufficient information, detecting and removing outliers, 

identifying the pertinent features, and standardizing the features [18].   

Chest x-ray images have been explored by several researchers in the past using machine learning techniques. Several 

researchers have used the lazy learner technique for classification in case of Pneumonia detection. [2] uses 

preprocessing techniques like image resizing and normalization and then uses KNN algorithm for finding the k nearest 

neighbors. [3] uses the local binary patterns to extract the features from the images and then apply KNN algorithm to 

compute the accuracy of the model. Another group of researchers [4] uses feature extraction and KNN method for 
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classification purposes on the chest x-ray data. [5] uses KNN method for classifying Covid-19 normal and abnormal 

cases using the chest x-ray dataset. 

A novel method is proposed by [6,19,21] for content-based image retrieval based on histogram matching and KNN 

classification. An image retrieval approach is proposed in [7] where color histograms are used for searching the images 

based on color content. Another research uses histogram matching for face recognition which can handle variations in 

illumination and expression [8]. Further features like histogram are explored by [9][10] where KNN algorithm is used 

for classification. An image classification technique based on gabor filters is proposed in [11] where local binary 

patterns are used to represent the histograms.  

The Hellinger distance is a popular metric used in histogram matching techniques. It measures the similarity between 

two probability distributions, which can be used to match histograms. The formula to compute the distance is given 

below: 

𝑑(𝐻1, 𝐻2) = √1 −
1

√𝐻1𝐻2𝑁
2
∑𝐼 √𝐻1(𝐼).𝐻2(𝐼)       (1) 

Several researchers have worked on the use of hellinger distance for histogram matching.  [15] uses this metric to 

handle variations in image noise and proposes a robust principal component analysis framework. [14] uses the 

combination of local binary patterns and hellinger distance for image retrieval systems. [13] utilizes this metric for 

matching facial histograms resulting in robust feature representations. Illumination and contrast between images is 

handled using hellinger distance based histogram matching in [12]. 

1.1. Objective of the Proposed Work 

Objective of this work is to design an efficient and accurate prediction model for chest x-ray images. The proposed 

work pre-processes the image dataset by converting the images to histograms, remove the outliers using histogram 

matching based on hellinger distance, hypertune the parameters for classification algorithms, and develop a new 

prediction model using lazy learner technique. 

1.2. Organization of the Paper 

Section 2 describes the methodology used in the paper which includes preprocessing, outlier detection and the 

prediction algorithm. Section 3 describes the experiments and their corresponding results. Conclusion is given in 

section 4. 

2. Methodology 

Chest-xray-pneumonia dataset from kaggle[16] was used for the study. There are two classes of the images - 

Pneumonia/Normal. The images were preprocessed, outliers were removed, features (histogram) were extracted, and 

then a lazy classification method based on histogram matching is used to classify the images. All the steps are 

mentioned below in detail: 

2.1. Preprocessing 

The following preprocessing steps are as follows:  

1) All the images were converted to grayscale and then cropped to contain only necessary area for classification 

(refer to Figure 1).  

2) Since images in the dataset were of different sizes, All the cropped images were resized to a similar dimension, 

say d1 × d2. 

3) The images were divided into n × n grid (n can be any value experimentally chosen w.r.t. the data used). And 

hence, each image now can be represented as a 3D array having the shape (n*n  ×  floor(d1/n)  ×  floor(d2/n)) 

(Refer to Figure 2). 

4) Now, for every sub-image of each image (divided into n × n grid), 255 bins were created where, each bin i 

corresponds to the frequency of the pixel intensity value i occurring in the image (same as in histograms). pixel 

intensity value 0 should not be taken into account. The transformed image now can be represented as a 2D 

array having shape (n*n × 255). 
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All the image data belonging to training & testing set should be transformed following the previous preprocessing steps 

and the new dataset thus formed should have the shape (m × n*n × 255), representing m images in the dataset, each 

having the shape (n*n × 255). 

 
Figure 1. Chest X-ray original image    

 
Figure 2. Image after cropping and dividing into 4 x 4 grid  

2.2. Outlier Detection & Removal 

To remove outliers from the images, we propose a new approach which works by removing outliers from each class of 

images separately. There are two classes of images in the given dataset Pneumonia/Normal. The algorithm for removing 

the outliers is given below: 

For each class label c of images in the dataset: 

1) Find the benchmark histogram for the each class of images: 

a) Create a list, say l, of size equal to 256, each index of the list representing the total count of the respective 

pixel intensity value in all of the images, initially all set to value 0. 

b) For each image, add the total count of each pixel intensity value found in the image to the corresponding 

index of the list l.  

c) Divide each item of the list l with n (= total number of images belonging to class label c). 

d) The list l will act as the benchmark histogram for all images belonging to the class label c.  

2) Create another list, say image_dist. And, for each image instance that belongs to the class c, calculate the 

hellinger distance, between the histogram of the image instance and the benchmark histogram (list l ) and 

append the distance to the list image_dist. 

3) Calculate the mean, μ, and standard deviation, σ, of the list of distances image_dist. 

4) For each image instance, img, do: 

a) Calculate the hellinger distance, d, between the histogram of the image img and the benchmark histogram 

of the class (created in step 1). 

b) Calculate the z_score = (d - μ)/σ  for the distance d calculated in the previous step. 

c) If the z_score for the img comes out to be between a specific threshold ( abs(z_score) ≤ 3) then mark that 

image not an outlier, otherwise mark the image as an outlier. 
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Figure 3. gives an example of outlier detection. Third image in the set is an outlier. 

 

                                             Figure 3. Outlier chest X-ray images detected by the algorithm. 

2.3. Proposed machine learning Predictive Technique 

The proposed technique is based on lazy classification in which no prior model is developed. The unseen image is 

tested against all the given images. Best match is predicted amongst the most matching images. Thus, for classifying 

an image, the algorithm finds the k-nearest image histograms to a given image using the hellinger distance metric 

between the image histograms. The algorithm is as follows: 

For each instance image i in the testing data (represented by a 2D array of shape (n*n × 255) ), do: 

1) Create a list, say label_scores of size n (n = no. of classes) where element at index c in the list will store the 

score of the ith image falling into that class c. Initialize the list with 0 values. 

2) For each row j of the n*n rows, do: 

a) Create an empty list of pairs, say dist_label.  

b) For each instance p in the training set, do: 

i. Calculate the hellinger distance, d, between the jth row vector (histogram with 254 bins) of the test 

instance i and corresponding jth row vector of the train instance p. 

ii. Make a pair (d,label) of calculated distance d and class label of the training instance p, append the 

pair to the list of pairs dist_label (created in step 2a) 

c) Sort the list of pairs, dist_label, of hellinger distances & corresponding class label of training instance, 

calculated in step 2b, by the distance values in ascending order. 

d) Choose the first k pairs from the sorted dist_label. 

e) Now, calculate the total score for each class label c by adding the inverse of the hellinger distance of all 

the pairs with the second element (representing label) equal to the class label c. 

f) Add the total score of each class label c to the list label_scores at index position c. 

3) Assign the index c, where label_scores[c] = max_element(label_scores), as the class label to the ith instance 

of the testing data. 

3. Results and Discussion 

Dataset Description: Chest-xray-pneumonia dataset from kaggle [16] was used by the aforementioned KNN-Histogram 

based machine learning model to classify between chest X-ray images with and without pneumonia disease. The dataset 

contained total of 5856 chest X-ray images: 

1) Training + Validation set images — 5232 

2) Images with pneumonia — 3883 

3) Images without pneumonia — 1349 

4) Test set images — 624 

5) Images with pneumonia — 390 

6) Images without pneumonia — 234 

Various experiments were conducted to show the efficiency of the proposed model and to find the best parameters for 

the most accurate results. The evaluation is done on the basis of accuracy, recall, precision and F1 score [20]. The 

experiments are listed below: 
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Firstly, the outlier detection & removal algorithm was applied to the dataset with z_score threshold equal to 3.5. Then, 

pre-processing was done on the images. During the pre-processing steps, all the images from the Chest-xray-pneumonia 

dataset were converted to grayscale images, resized to dimensions 1024 × 1024 and then each image was cropped by 

64 pixels from all 4 directions to include only the area useful for prediction task. After cropping, each image from the 

dataset was divided into a grid of size n × n (experimental results based on different values of n are shown below). 

Then step 4 of the pre-processing step was applied to all the images and the final transformed dataset had the shape 

(5856 × n*n × 1024/n × 1024/n). 

Now, the proposed Histogram based ML model with k-neighbours (experimental results based on different values of k 

are shown below) was applied on the training set by performing a stratified 10-fold cross-validation strategy, and also 

applied on the test set. 

3.1 Results achieved by keeping k=9 & n=4 

Table 1. Scores on test set along with stratified 10-fold cross-validation scores on training set (k=9 & n=4) 

 Accuracy Precision Recall F1-Score 

Training Set 0.923109 0.973842 0.921274 0.946792 

Test Set 0.8621794 0.8438914 0.9564102 0.8966346 

3.2 Results achieved by keeping k=9 & n=3 

Table 2. Scores on test set along with stratified 10-fold Cross-Validation on training set  (k=9 & n=3) 

 Accuracy Precision Recall F1-Score 

Training Set 0.91313 0.971405 0.90991 0.939621 

Test Set 0.8461538462 0.8340909091 0.941025641 0.8843373494 

 3.3 Results achieved by keeping k=9 & n=5 

Table 3. Scores on test set along with stratified 10-fold Cross-Validation on training set  (k=9 & n=5) 

 Accuracy Precision Recall F1-Score 

Training Set 0.920805 0.971671 0.92024 0.945216 

Test Set 0.8349358974 0.8181818182 0.9461538462 0.8775267539 

3.4 Results achieved by keeping k=10 & n=4 

Table 4. Scores on test set along with stratified 10-fold Cross-Validation on training set  (k=10 & n=4) 

 Accuracy Precision Recall F1-Score 

Training Set 0.922718 0.972919 0.921777 0.946578 

Test Set 0.8605769231 0.841986456 0.9564102564 0.8955582233 

3.5 Results achieved by keeping k=8 & n=4 

Table 5. Scores on test set along with stratified 10-fold Cross-Validation on training set  (k=8 & n=4) 

 Accuracy Precision Recall F1-Score 

Training Set 0.923297 0.973624 0.921787 0.946966 

Test Set 0.8541666667 0.8359550562 0.9538461538 0.8910179641 
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4. Discussion 

The proposed model is tested on different parameters and it was observed that diving the image into grid gives better 

results than using the original image. Further, tests were performed to check the best value of k (number of neighbours 

in nearest neighbour algorithm). It was found that k=9 gives the best results.   

5. Conclusion and Future Directions 

In this paper, a histogram matching lazy classification technique is used to classify the chest x-ray images into 

normal/abnormal. Hellinger distance is used to measure the proximity between the two histograms. Preprocessing of 

images is conducted and then outliers are removed. Running the prediction algorithm using various parameters gives 

us an efficient implementation with best of the input parameters. The research work here establishes the importance of 

outlier removal and the fine tuning of parameters which improves the performance of the classifier. In future, several 

other machine learning algorithms can be tested with histogram matching. Other distance measures can be used in 

histogram matching to improve the performance of the model.  
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