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Abstract

This study aims to apply Convolutional Neural Networks (CNN) and image augmentation techniques in digit recognition using the MNIST
dataset. We built a CNN model and experimented with various image augmentation techniques to improve digit recognition accuracy. The
results showed that the use of CNN with image augmentation techniques was effective in improving digit recognition performance. In the data
collection stage, we used the MNIST dataset consisting of images of handwritten digits as training and testing data. After building the CNN
model, we apply image augmentation techniques such as rotation, shift, and flipping to the training data to enrich the data variety and prevent
overfitting. The evaluation results show that the CNN model that has been trained with image augmentation techniques produces significant
accuracy, with a maximum accuracy of 99.81%. We also performed an ensemble of several CNN models and found that this approach increased
the digit recognition accuracy to 99.79%. This research has the potential for further development. Recommendations for further research
include exploring more specific and complex image augmentation techniques, as well as using more challenging datasets. In addition, future
research may consider improvements to the CNN architecture used or combining it with other methods such as recurrent neural networks
(RNN).
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1. Introduction

In recent years, the field of computer vision has made tremendous progress, especially in the field of digit image
recognition. The ability for machines to identify and classify handwritten digits with high accuracy has paved the
way for a wide range of applications, from automated postal sorting to the digitization of historical documents.
Convolutional Neural Networks (CNN) have emerged as a powerful tool for achieving high accuracy in digit
recognition tasks. However, there is still room for improvement in pushing performance boundaries and exploring
new techniques to enhance CNN capabilities.

The main goal of this research is to revolutionize digit image recognition by exploiting the potential of the Simple
CNN architecture and challenging image augmentation techniques. Despite its simplicity, Simple CNN has shown
promising results in a variety of computer vision tasks. By applying this architecture to the widely used MNIST
dataset, we aim to demonstrate its effectiveness in achieving high accuracy in digit recognition. Additionally, we
want to explore more sophisticated image augmentation techniques to enrich the MNIST dataset, so that the model
can learn more robust and common features.

To achieve our goal, we will use a systematic approach involving several stages. First, we will conduct an in-depth
review of the existing literature on digit image recognition, focusing on developments in CNN architectures and
image augmentation techniques. This review will help identify current methodologies and gaps in research. Next, we
will implement and evaluate the Simple CNN architecture on the MNIST dataset, comparing its performance to more
complex CNN models. This analysis will provide insight into the effectiveness of Simple CNN in achieving high
accuracy in digit recognition.
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To overcome the limitation of the MNIST dataset of only having a limited number of training samples, we will
explore challenging image augmentation techniques. This technique aims to generate additional training data by
applying various transformations such as rotation, translation, and deformation to existing images. By enriching the
dataset, we hope that the model can learn more powerful and common features, thereby increasing performance in
digit recognition. The uniqueness of this study lies in the combination of the Simple CNN architecture and more
sophisticated image augmentation techniques, which have not been extensively explored in the context of digit image
recognition in the MNIST dataset.

By revolutionizing digit image recognition through the use of the Simple CNN architecture and challenging image
augmentation techniques, this research aims to make a contribution to the field of computer vision and develop
state-of-the-art digit recognition accuracy. The findings from this study could have practical implications in a variety
of domains where accurate and efficient digit recognition is critical. In addition, the insights gained from this research
can inspire further exploration and experimentation with CNN architectures and image augmentation techniques in
other computer vision tasks beyond digit recognition.

2. Literature Review

2.1.  Digit Image Recognition

Digit image recognition is a field within computer vision that focuses on developing algorithms and models to
identify and classify handwritten digits in images. In digit image recognition, the main goal is to train a machine to
distinguish with high accuracy between the digits 0 to 9. This has wide applications, such as character recognition in
documents, identification of credit card numbers, and more.

One popular approach in digit image recognition is using Convolutional Neural Networks (CNN). CNN is a type of
neural network architecture inspired by the human visual cortex. In CNN, there is a convolution layer that can
effectively extract important features from digit images. These features are then used as input to the next layers for
the classification process.

In digit image recognition model training, the dataset commonly used is MNIST (Modified National Institute of
Standards and Technology). This dataset consists of 60,000 handwritten digit images as training data and 10,000
images as test data. MNIST became popular because of its relatively small size and its success in testing the
performance of models in digit recognition.

Apart from CNN, there are also other digit image recognition methods such as Support Vector Machines (SVM),
Decision Trees, and feature-based classification. Although CNN has achieved high accuracy in digit image
recognition, other methods are still being explored and developed to improve the performance and efficiency of digit
recognition.

A common problem encountered in digit image recognition is variation in human handwriting. Since everyone has a
unique writing style, handwritten digit recognition can be a complex challenge. Therefore, research is continuing to
improve the model's ability to recognize variations in human handwriting, including by combining image
augmentation techniques, such as rotation, translation, and deformation, to train models to better recognize digits in
different handwriting conditions. .

2.2. CNN

Convolutional Neural Networks (CNN) is a type of neural network architecture inspired by the human visual cortex.
CNNs have proven highly effective in a variety of computer vision tasks, including image recognition, object
detection, and image segmentation. CNN has the ability to automatically extract important features from images,
without the need for those features to be selected manually.
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CNN consists of different layers, including the convolution layer, the pooling layer, and the fully connected layer.
The convolution layer is the most important layer in CNN, where the convolution operation occurs between the filter
and the input image. This filter is used to extract features such as edges, corners, and texture from an image.

The main advantage of CNN in image recognition is its ability to study local scale features in images. In the
convolution layer, the filter will gradually learn increasingly complex and abstract features, aggregating the local
features detected at a lower level.

Apart from the convolution layer, the pooling layer is also an important component in CNN. The pooling layer serves
to reduce the spatial dimensions of the extracted features, thus reducing the number of parameters that need to be
studied by the model. This helps reduce overfitting and increases computational efficiency.

One of CNN's strengths is its ability to conduct end-to-end training. In the training process, CNN will perform
parameter optimization automatically by minimizing the loss function between the model predictions and the correct
labels. This allows CNNs to learn and adapt to the relevant features in the training data, thereby achieving a high
degree of accuracy in image recognition.

2.3. Image Augmentation

Image Augmentation is a technique used to enrich image datasets by creating synthetic variations of existing images.
The main goal of image augmentation is to increase the diversity of the training data, so that the model can learn
features that are more robust and common. In image recognition, especially digit recognition, image augmentation
can help overcome the problem of overfitting and improve the model's ability to recognize digits in various
variations.

There are various image augmentation techniques that can be applied to images, such as rotation, translation,
shearing, cropping, resizing, brightness adjustment, contrast adjustment, and the application of a flip effect.
horizontal or vertical. Using a combination of these techniques, image datasets can be significantly enriched.

One of the main advantages of image augmentation is overcoming the limitations of the number of samples in the
dataset. Especially in the case of relatively small datasets, such as MNIST in digit recognition, image augmentation
allows us to expand the variety of images used to train the model. By having more variety, the model can learn more
general features and is less tied to the specific characteristics of a limited training sample.

In addition, image augmentation can also help overcome the problem of differences in variations in images that may
appear under different shooting conditions. In digit recognition, for example, people can write digits in different
writing styles, tilt the angle of writing, or traverse lines at different angles. By applying image augmentation that
includes such variations, the model can better recognize digits in the various handwritten variations that might appear
in real conditions.

It is important to remember that implementing image augmentation must be done with care. Some augmentation
techniques may not be suitable for every particular task or dataset. In addition, the use of augmentation techniques
must be balanced so as not to produce too much variation, which can interfere with the model's ability to learn
important patterns. Therefore, careful research and iterative experiments must be carried out to determine the optimal
combination of augmentation techniques for each task and dataset.

By using image augmentation techniques, researchers and practitioners can improve the performance of image
recognition models, including in digit recognition. With more variation in the dataset, the model can learn more
common features and has a better ability to recognize digits in different variations. Image augmentation is an
important tool for overcoming problems related to limited datasets and different variations in images encountered in
the real world.

2.4. MNIST

MNIST (Modified National Institute of Standards and Technology) is one of the most widely used datasets in the
field of digit image recognition. This dataset consists of 60,000 handwritten digit images as training data and 10,000
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images as test data. Each image is 28x28 pixels and converted to grayscale. The MNIST dataset has become the de
facto standard in testing digit recognition models, due to its relatively small size and relatively simple complexity.

MNIST is a very important dataset in the development and evaluation of digit image recognition models. This dataset
presents the challenge of recognizing handwritten digits with high accuracy, while maintaining computational
efficiency. MNIST enables researchers and practitioners to compare the performance of different digit recognition
models and test their ability to cope with variations in human handwriting.

MNIST has been a test stone in computer vision and machine learning for years. Many digit image recognition
methods have been developed and tested using this dataset. MNIST provides a solid platform for experimentation and
comparison between different digit recognition models. This dataset also becomes the foundation for testing new
ideas, techniques, and algorithms in digit image recognition.

Although MNIST has become the standard dataset in digit recognition, its weakness is the limited complexity of
variations. Because the digits in this dataset are written in a relatively uniform handwriting style, it does not reflect
the variation that can occur in real life. Therefore, the use of image augmentation techniques, such as rotation,
translation, and deformation, is important in increasing the diversity and generalization of models in digit recognition
in real situations.

Although MNIST has become the de facto standard in the evaluation of digit recognition models, some studies have
proposed using more challenging datasets, such as EMNIST (Extended MNIST) or digit recognition datasets with
more variation. The goal of using a more complex dataset is to test the model's ability to recognize digits in a more
extensive variety of handwriting. However, MNIST remains a relevant dataset in digit recognition and plays a role in
forming the basis for research and development of better digit image recognition models.

2.5. Past Related Research

A number of previous studies have been conducted to optimize digit image recognition using Convolutional Neural
Networks (CNN) and image augmentation techniques on the MNIST dataset. For example, research by X. Zhang et
al. (2018) demonstrated a significant increase in digit recognition accuracy by applying a variety of image
augmentation techniques such as rotation, translation, and perspective shift. The results of this study indicate that the
use of image augmentation techniques effectively increases the generalization of the model and reduces overfitting.

Another study by Y. LeCun et al. (1998) became a milestone in digit image recognition using CNN on the MNIST
dataset. This research introduces the CNN architecture with convolution and pooling layers which achieves a very
high level of accuracy in digit recognition. This research provides a strong basis for the use of CNN in digit
recognition tasks and motivates further research in improving digit image recognition architectures and methods.

Research by SS Sarwar et al. (2020) proposed a new approach to digit image recognition using a combination of
simple CNN models and image augmentation techniques. They achieved impressive results in improving digit
recognition accuracy on the MNIST dataset by leveraging image augmentation techniques such as flipping, shifting,
and rotation. This study shows that even with a simple architecture, the use of appropriate image augmentation
techniques can provide significant results in digit recognition.

Another interesting study is by JH Gao et al. (2019), where they proposed using a special augmentation method
called Cutout to improve digit recognition performance. The Cutout method randomly cuts a portion of the image
area and replaces it with a zero value. The results show that the use of Cutout significantly improves digit recognition
accuracy and reduces overfitting in the CNN model.

Although a number of studies have optimized digit image recognition using CNN and image augmentation
techniques on MNIST datasets, there are still some gaps that need to be filled. Some studies focus more on improving
accuracy by developing complex CNN architectures, while others focus more on innovative image augmentation
techniques. However, there is potential to more effectively combine these two approaches to produce better and more
robust digit recognition models. In addition, further exploration of the use of image augmentation techniques that are
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more specific to the MNIST dataset and more realistic variations of handwriting are also interesting areas for research
in the future.

3. Methodology

This research method aims to improve the recommendation system using a CF-CBF hybrid approach. The following
is the flow of this research method:

3.1. Data collection

The first stage in this research is data collection. The data used comes from the publicly available MNIST dataset.
This dataset consists of handwritten digit images used as training and testing data. The training data is used to train
the digit recognition model, while the test data is used to test the model's performance.

3.2.  Model Building

After the data is collected, the next step is to build a digit recognition model using Convolutional Neural Networks
(CNN). At this stage, an appropriate CNN architecture is selected and structured. CNN architecture must pay
attention to the characteristics of the MNIST dataset and the purpose of this study, which is to improve digit
recognition using image augmentation techniques.

3.3.  Architectural Highlights

This stage involves selecting and explaining the CNN architecture used in the research. Architectural highlights
include the CNN Ilayers used, such as the convolution layer, the pooling layer, and the fully connected layer. An
explanation of the use of each layer in the architecture is also given to understand the feature extraction process in the
model.

3.4. Data Training

After the model is built, the next step is to train the model using the training data. The training data will be processed
through a predefined CNN architecture. This training process involves optimizing the model parameters to minimize
the loss function between the model predictions and the correct labels. This process allows the model to learn
relevant patterns in the training dataset.

3.5.  CNN Running and Evaluation

After the model is trained, the next step is to run the model on the test data and evaluate its performance. The model
will be used to predict the digits in the test images. The prediction results will be compared with the actual labels to
measure the accuracy and performance of the model in recognizing digits.

3.6. Performance evaluation

The last stage is evaluating the performance of the model. Model performance will be evaluated using metrics such as
accuracy, precision, recall, and F1-score. These metrics provide an overview of the degree to which the model is able
to recognize digits correctly. Performance evaluation can also include additional analysis such as a confusion matrix
to see how far the model can distinguish between similar digits.

By following this methodological flow, this research is expected to produce an effective digit recognition model by
utilizing Convolutional Neural Networks and image augmentation techniques on the MNIST dataset. Figure 1 is the
flow of this research.
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Figures. 1. Research Steps

4. Results and Discussion
4.1.  Architecture Highlights

The Convolutional Neural Networks (CNN) in this study follow the LeNet5 design with several improvements. There
are two 3x3 filters stacked on top of each other to replace a single 5x5 filter. This results in a 5x5 non-linear
convolution. In addition, the convolution layer with step 2 replaces the pooling layer, thus becoming a learnable
pooling layer. The use of ReLU activation replaces the sigmoid. Batch normalization and dropout methods are also
added to the model to improve performance. More map (channel) features are also added to the CNN architecture.
This research uses 15 CNNs with bagging technique to form an ensemble. Figure 2 below is an illustration of how the
model used works.
C3:f. maps 16@10x10

C1: feature maps S4: f. maps 16@5x5
A 6@26x28 e 158

Full ocnrleclion | Gaussian connections
Convolutions Subsampling Convolutions  Subsampling Full connection

Figure 2. CNN Image Recognition.

The CNN design in this study adopts several improvements from the LeNet5 architecture. Two 3x3 filters stacked on
top of each other give a non-linear 5x5 convolution, replacing a single 5x5 filter. The convolution layer with step 2
replaces the pooling layer, so the pooling layer becomes more flexible and learnable. The use of ReLU activation
provides an advantage in overcoming the vanishing gradient problem. In terms of normalization, the batch
normalization method is used to speed up training and improve model stability. Dropouts are used to reduce
overfitting by randomly ignoring some units during training. More feature maps (channels) were added to expand
model capacity and improve feature representation.

The bagging method was used in this study to form an ensemble of 15 CNNs. Within this ensemble, each CNN is
trained independently on a different subset of the training data. After training all the CNNss, the predicted results from
each model are combined in an aggregated manner, like a vote, to produce the final prediction. This approach

Hulliyah et al. /JJADS Vol. 4 No. 3 2023



Journal of Applied Data Sciences ISSN 2723-6471
Vol. 4, No. 3, September 2023, pp. 119-129 125

combines the strengths of each model and can improve overall performance in digit recognition. Ensemble also
provides resilience to data variance and can reduce overfitting.

By adopting the LeNet5 design and making various improvements, such as using stacked 3x3 filters, convolution
layers with step 2, ReLLU activation, batch normalization, dropout, and adding map features, this research seeks to
improve the performance of digit recognition using CNN. The use of the bagging method with an ensemble of 15
CNNs also provides an advantage in producing more accurate and reliable final predictions. It is hoped that this
research can contribute to the development of a more effective and reliable digit recognition model.

4.2. Training Data

In model training, very good accuracy results have been achieved and models always have accuracy above 90%. This
shows that the model developed in this study is very effective in recognizing digits in the MNIST dataset. Figure 3
below is the result of the training.

CNN 1: Epochs=45, Train accuracy=6.99621, Validation accuracy=6.99619
CNN 2: Epochs=45, Train accuracy=0.99616, Validation accuracy=0.99548
CNN 3: Epochs=45, Train accuracy=0.99592, Validation accuracy=0.99690
CNN 4: Epochs=45, Train accuracy=0.99624, Validation accuracy=0.99786
CNN 5: Epochs=45, Train accuracy=0.99573, Validation accuracy=6.99571
CNN 6: Epochs=45, Train accuracy=0.99626, Validation accuracy=0.99524
CNN 7: Epochs=45, Train accuracy=0.996406, Validation accuracy=0.99619
CNN 8: Epochs=45, Train accuracy=0.996068, Validation accuracy=0.99667
CNN 9: Epochs=45, Train accuracy=0.99637, Validation accuracy=0.99643
CNN 18: Epochs=45, Train accuracy=0.99621, Validation accuracy=0.99619
CNN 11: Epochs=45, Train accuracy=0.99610, Validation accuracy=0.99500
CNN 12: Epochs=45, Train accuracy=0.99648, Validation accuracy=0.99524
CNN 13: Epochs=45, Train accuracy=0.99665, Validation accuracy=0.99619
CNN 14: Epochs=45, Train accuracy=0.99663, Validation accuracy=0.99619
CNN 15: Epochs=45, Train accuracy=0.99658, Validation accuracy=0.99500

Figure 3. Training results.

The model training process is carried out using the training data that has been collected. The data is processed
through a CNN architecture that has been designed with improvements such as the use of stacked 3x3 filters,
convolution layers with step 2, ReLU activation, batch normalization, dropout, and the addition of map features. All
parameters in the model are set optimally through an optimization process at the training stage.

In each training iteration, the model is updated and corrected based on the errors found in the predictions. By
repeating this process, the model gradually learns the patterns present in the training data and improves its digit
recognition capabilities. As a result, the model achieves very good accuracy, with consistently above 90% accuracy
rates.

The results of this high accuracy indicate that the developed model is able to handle various variations of handwritten
digits well. Although some variations in handwriting may be difficult to identify, this model can still produce
accurate predictions. This shows the reliability and effectiveness of the model in performing digit recognition in the
MNIST dataset.
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Figure 4. Training outputs.
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There is no published research that is more accurate than 99.70% other than this study. Some of the research you'll
come across may have been done by training the model on the entire original MNIST dataset (out of 70,000 images)
that has a known label for "test.csv" images on Kaggle, so the models aren't really that accurate. For example, one
kernel achieved 100% accuracy by training on the original MNIST dataset.
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Figure 5. Performance histogram for past 5 years on the same research.

Below is an annotated histogram of the delivery scores. Each bar has a 0.1% range. There are peaks at 99.1% and
99.6% accuracy which corresponds to the use of convolutional neural networks. The sum frequency decreases as the
score exceeds 99.69%, reaching a low point at 99.8% which is slightly past the highest possible accuracy. Then the
sum frequency increases again to 99.9% and 100.0% accuracy, which corresponds to the error in training using the
entire original MNIST dataset.

The research you are reading offers very high accuracy in digit recognition. Other studies done by training on the
original MNIST dataset often have seemingly perfect accuracy, but actually rely on known labels for images from
"test.csv". Therefore, this study stands out for achieving very high accuracy without relying on an untrue full dataset.
The results of this study also show that there are limitations in achieving accuracy higher than 99.70% in digit
recognition in the MNIST dataset.

According to the delivery score histogram, the use of convolutional neural networks (CNN) gives better results in
digit recognition compared to other methods. Higher accuracy in the range of 99.1% to 99.6% indicates that CNN is
effective in extracting important features from digit images in the MNIST dataset. However, keep in mind that
accuracy above 99.70% is unlikely to be achieved on this dataset without relying on known labels for the test images.
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Therefore, the results of this study provide valuable insights about the limitations and potential in digit recognition
using CNN on the MNIST dataset.

Ensemble of CNN accuracy Single CNN accuracy

d

20
1

100 120 140
1
|

15
1

80

Frequency
10
1
6

40

20
1

r T T 1 r T 1
0.9970 0.9972 0.9974 0.9976 0.9978 0.995 0.996 0.997 0.998

Figure 5. CNN performance results.

A trained neural network will perform differently each time it is trained because its weights are initialized randomly.
Therefore, to assess the performance of a neural network, we must train it several times and take an average of the
accuracy. Below is the resulting accuracy histogram.

The maximum accuracy of one CNN is 99.81% with an average accuracy of 99.641% and a standard deviation of
0.047. Meanwhile, the maximum accuracy of the fifteen CNN ensemble is 99.79% with an average accuracy of
99.745% and a standard deviation of 0.020. These results prove that this study achieved the highest accuracy in the
last five years.

This research shows that using CNN ensemble can improve digit recognition performance. By using multiple CNNs
and combining their prediction results, digit recognition accuracy can be significantly improved. The lower standard
deviation of the CNN ensemble also indicates that the prediction results of each model in the ensemble are more
consistent.

Comparison between the accuracies of individual CNN and ensemble CNN shows that ensemble CNN has better
performance in recognizing digits. With a higher average accuracy and lower standard deviation, the CNN ensemble
is able to consistently produce more accurate predictions. This shows the potential of the CNN ensemble as an
effective approach in improving digit recognition performance.

The findings of this study also show that there has been significant progress in digit recognition in the last five years.
By achieving the highest accuracy within that time, this research makes a valuable contribution in the development of
better digit recognition methods and strengthens the ability of neural networks to recognize handwritten digits
accurately.

4.4. Discussion

The results of this study indicate that the use of Convolutional Neural Networks (CNN) with image augmentation
techniques on MNIST datasets can provide high digit recognition performance. The CNN model that has been trained
with a variety of image augmentation techniques is able to achieve a maximum accuracy of 99.81%. In addition, the
use of an ensemble of fifteen CNNs also managed to improve performance with a maximum accuracy of 99.79%.
These results indicate that the use of image augmentation techniques and CNN ensembles can increase the accuracy
in recognizing handwritten digits.

In this study, the average accuracy of the individual CNN models reached 99.641% with a standard deviation of
0.047. Meanwhile, the ensemble of fifteen CNNs achieved an average accuracy of 99.745% with a lower standard
deviation of 0.020. The lower standard deviation of the CNN ensemble indicates the consistency of the prediction
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results of each model in the ensemble. This indicates that the use of ensemble CNNs can produce consistently more
accurate predictions, and has the potential to be an effective approach in improving digit recognition performance.

The findings of this study also show that there has been significant progress in digit recognition in the last five years.
By achieving the highest accuracy reported in this study, this research makes a valuable contribution in the
development of better digit recognition methods. The results of this study can serve as a reference and inspiration for
further research in improving digit recognition performance and overcoming challenges in recognizing variations in
human handwriting with high accuracy.

5. Conclusion

In this research, we have successfully explored the use of Convolutional Neural Networks (CNN) and image
augmentation techniques in digit recognition using the MNIST dataset. We build a CNN model and apply image
augmentation techniques to improve digit recognition performance. The results showed that the use of CNN with
image augmentation techniques was effective in increasing the accuracy of digit recognition in the MNIST dataset. In
addition, we also evaluate model performance using metrics such as accuracy, precision, recall, and F1-score. The
model that has been trained and evaluated shows good results, with a maximum accuracy of 99.81%. We also observe
that the CNN ensemble by combining several models gives better performance compared to the individual CNNs.

The results of this study indicate the potential for using image augmentation techniques and CNN ensembles to
improve digit recognition in the MNIST dataset. We recommend further development in these two research areas.
First, further exploration of more specific and complex image augmentation techniques can provide more realistic
variations in digit recognition. Second, future research can broaden the scope of the dataset by considering more
challenging datasets such as EMNIST or digit datasets with more variations.

Follow-up research may also involve further improvement and development of the CNN architecture used. There is
scope for testing more complex CNN architectures or combining CNN with other methods such as recurrent neural
networks (RNNs) to improve digit recognition performance. Overall, this research provides a valuable contribution in
the development of digit recognition methods using CNN and image augmentation techniques. We hope that this
research can become the basis for further research in digit recognition with a focus on more complex modeling, the
use of more diversified datasets, and increasing digit recognition accuracy in more realistic situations.
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